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Abstract

We study extended associative semigroups (briefly, EAS), an algebraic structure used to
define generalizations of the operad of associative algebras, and the subclass of commutative
extended diassociative semigroups (briefly, CEDS), which are used to define generalizations
of the operad of pre-Lie algebras. We give families of examples based on semigroups or on
groups, as well as a classification of EAS of cardinality two. We then define linear extended
associative semigroups as linear maps satisfying a variation of the braid equation. We explore
links between linear EAS and bialgebras and Hopf algebras. We also study the structure
of nondegenerate finite CEDS and show that they are obtained by semidirect and direct
products involving two groups.
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1 Introduction

Recently, numerous parametrizations of well-known operads were introduced. Choosing a set Ω
of parameters, any product defining the considered operad is replaced by a bunch of products
indexed by Ω, and various relations are defined on them, mimicking the relations defining the
initial operads. One can first require that any linear spans of the parametrized products also
satisfy the relations of the initial operads this is the matching parametrization. For example,
matching Rota-Baxter algebras, associative, dendriform, pre-Lie algebras are introduced in [10],
see also [2] for pre-Lie algebras. Another way is the use of one or more semigroup structures
on Ω: this it the family parametrization. For example, family Rota-Baxter algebras, dendri-
form, pre-Lie algebras are introduced and studied in [11, 12, 7]. A way to obtain both these
parametrizations for dendriform algebras is introduced in [3], with the help of a generalization of
diassociative semigroups, namely extended diassociative semigroups (EDS). A similar result is
obtained for pre-Lie algebras in [5], with the notion of commutative extended semigroup (CEDS).
A two-parameter version for dendriform algebras and pre-Lie algebras is described in [6]. Finally,
in [4], the parametrization of the associative operad is introduced, with the notion of extended
associated semigroup (EAS).

We study in this paper CEDS and EAS used for the parametrization of the pre-Lie and the
associative operads. An EAS is a set Ω with two operations Ñ and Ź, satisfying the following
axioms:

αÑ pβ Ñ γq “ pαÑ βq Ñ γ,

pαŹ pβ Ñ γqq Ñ pβ Ź γq “ pαÑ βq Ź γ,

pαŹ pβ Ñ γqq Ź pβ Ź γq “ αŹ β.

In particular, pΩ,Ñq is an associative semigroup. CEDS are EAS satisfying the complementary
axioms

αÑ pβ Ñ γq “ pαÑ βq Ñ γ “ pβ Ñ αq Ñ γ,

αŹ pβ Ñ γq “ αŹ γ,

and dual CEDS are EAS satisfying the complementary axioms

pαŹ βq Ñ γ “ αÑ γ,

pαŹ βq Ź γ “ pαŹ γq Ź β.

Here are particular examples of EAS:

• If Ω is a set, putting

@α, β P Ω, αÑ β “ β, αŹ β “ α,

we obtain an EAS, which is both a CEDS and a dual CEDS, denoted by EASpΩq. This
EAS leads to the notion of matching (pre-Lie, associative, dendriform. . .) algebras.

• If pΩ,Ñq is an associative semigroup, it is an EAS with

@α, β P Ω, αŹ β “ α.

This EAS is denoted by EASpΩ,Ñq. This leads to the notion of pΩ,Ñq-family (associative,
pre-Lie if Ω is commutative, dendriform. . .) algebras.

• If pΩ, ‹q is a group, it is a CEDS, with

@α, β P Ω, αÑ β “ β, αŹ β “ α ‹ β‹´1,

It is denoted by EAS1pΩ, ‹q. It is a dual CEDS if, and only if, pΩ, ‹q is an abelian group.
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There are more EAS, and in particular we give a classification of the thirteen EAS of cardi-
nality 2. But these three examples are specially interesting: we prove in the third section of
this paper that any finite nondegenerate CEDS is the direct product of a semidirect product
EASpΩ1, ˚q ¸EAS1pΩ2, ‹q with a CEDS EASpΩ3q, see Theorem 3.14.

In the fourth section of this paper, we are interested in a linear version of EAS, CEDS and
dual CEDS, based on a linear version of Lemma 2.6. An `EAS is pair pA,Φq, where A is a vector
space and Φ : AbA ÝÑ AbA is a linear map satisfying the `EAS braid equation:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φq “ pΦb Idq ˝ pIdb τq ˝ pΦb Idq.

An `EAS is an `CEDS if it satisfies the commutation relation:

pIdb Φq ˝ pIdb τq ˝ pτ b Idq ˝ pΦb Idq “ pτ b Idq ˝ pΦb Idq ˝ pIdb Φq ˝ pIdb τq,

and is a dual `CEDS if it satisfies the dual commutation relation:

pΦb Idq ˝ pτ b Idq ˝ pIdb τq ˝ pIdb Φq “ pIdb τq ˝ pIdb Φq ˝ pΦb Idq ˝ pτ b Idq.

In particular, let pΩ,Ñ,Źq be a set with two operations. We denote by KΩ the vector space
generated by Ω and we define Φ : KΩbKΩ ÐÑ KΩbKΩ by

@α, β P Ω, Φpαb βq “ pαÑ βq b pαŹ βq.

Then pKΩ,Φq is an `EAS (respectively an `CEDS, a dual `CEDS) if, and only if, pΩ,Ñ,Źq is
an EAS (respectively a CEDS, a dual CEDS). Other examples of `EAS of dimension 2 are given
is Example 4.1.

In the last section, we introduce two functors taking their values in the category of `EAS.
The first one (Proposition 5.1) is defined on the category of bialgebras (not necessarily unitary
nor counitary) and generalizes the construction of EASpΩ,Ñq. The second one (Proposition
5.7) is defined is on the category of Hopf algebras and generalizes the construction EAS1pΩ, ˚q.
These objects are studied with the help of left units and counits (Definition 4.3): if pA,Φq is an
`EAS, an element a P A is a left unit if for any b P A, Φpa b bq “ b b a. An element f P A˚

is a left counit if for any a, b P A, pf b Idq ˝ Φpa b bq “ fpbqa. In the case of an `EAS coming
from a Hopf algebra, this is closely related to the notion of right integral (Proposition 5.11). We
prove in Theorem 5.12 that we can associate to any convenient pair pa, fq of a unit and a counit
a bialgebra structure on A, recovering in this way `EAS coming from a bialgebra. This is finally
applied to `EAS defined from Hopf algebras of groups.

Acknowledgements. The author acknowledges support from the grant ANR-20-CE40-0007
Combinatoire Algébrique, Résurgence, Probabilités Libres et Opérades.

Notations 1.1. K is a commutative field. All the vector spaces in this text are taken over K.

2 Extended (di)associative semigroups

2.1 Commutative extended diassociative semigroup

Let us first recall this definition of [3], where it is related to a parametrization of the operad of
dendriform algebras:
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Definition 2.1. 1. A diassociative semigroup is a family pΩ,Ð,Ñq, where Ω is a nonempty
set and Ð, Ñ: Ωˆ Ω ÝÑ Ω are maps such that, for any α, β, γ P Ω:

pαÐ βq Ð γ “ αÐ pβ Ð γq “ αÐ pβ Ñ γq, (1)
pαÑ βq Ð γ “ αÑ pβ Ð γq, (2)
pαÑ βq Ñ γ “ pαÐ βq Ñ γ “ αÑ pβ Ñ γq. (3)

An extended diassociative semigroup (briefly, EDS) is a family pΩ,Ð,Ñ,Ÿ,Źq, where Ω
is a nonempty set and Ð,Ñ,Ÿ,Ź : Ωˆ Ω ÝÑ Ω are maps such that:

(a) pΩ,Ð,Ñq is a diassociative semigroup.

(b) For any α, β, γ P Ω:

αŹ pβ Ð γq “ αŹ β, (4)
pαÑ βq Ÿ γ “ β Ÿ γ, (5)

pαŸ βq Ð ppαÐ βq Ÿ γq “ αŸ pβ Ð γq, (6)
pαŸ βq Ÿ ppαÐ βq Ÿ γq “ β Ÿ γ, (7)
pαŸ βq Ñ ppαÐ βq Ÿ γq “ αŸ pβ Ñ γq, (8)
pαŸ βq Ź ppαÐ βq Ÿ γq “ β Ź γ, (9)

pαŹ pβ Ñ γqq Ð pβ Ź γq “ pαÐ βq Ź γ, (10)
pαŹ pβ Ñ γqq Ÿ pβ Ź γq “ αŸ β, (11)
pαŹ pβ Ñ γqq Ñ pβ Ź γq “ pαÑ βq Ź γ, (12)
pαŹ pβ Ñ γqq Ź pβ Ź γq “ αŹ β. (13)

An EDS pΩ,Ð,Ñ,Ÿ,Źq is commutative if for any α, β P Ω:

αÐ β “ β Ñ α, αŸ β “ β Ź α. (14)

Let us reformulate the definition of commutative EDS:

Proposition 2.2. A commutative EDS (briefly, CEDS) is a triple pΩ,Ñ,Źq, where Ω is a
nonempty set and Ñ,Ź : Ω2 ÝÑ Ω are maps such that, for any α, β, γ P Ω:

αÑ pβ Ñ γq “ pαÑ βq Ñ γ “ pβ Ñ αq Ñ γ, (15)
αŹ pβ Ñ γq “ αŹ γ, (16)

pαŹ γq Ñ pβ Ź γq “ pαÑ βq Ź γ, (17)
pαŹ γq Ź pβ Ź γq “ αŹ β. (18)

Proof. Replacing Ð and Ÿ in (1)-(13) with the help of (14), we find (15)-(18).

Definition 2.3. [4] An associative extended semigroup (briefly, EAS) is a triple pΩ,Ñ,Źq,
where Ω is a nonempty set and Ñ,Ź : Ω2 ÝÑ Ω are maps such that, for any α, β, γ P Ω:

αÑ pβ Ñ γq “ pαÑ βq Ñ γ, (19)
pαŹ pβ Ñ γqq Ñ pβ Ź γq “ pαÑ βq Ź γ, (12)
pαŹ pβ Ñ γqq Ź pβ Ź γq “ αŹ β. (13)
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Remark 2.1. Let pΩ,Ñ,Ð,Ź,Ÿq be an EDS. Then pΩ,Ñ,Źq is an EAS, called the right part of
the EDS pΩ,Ñ,Ð,Ź,Ÿq. We obtain a commutative triangle of functors

CEDS �
� //� _

��

EAS

EDS
right part

99sssssssss

We shall see that not all the EAS are right parts of an EDS (see case C6 in the classification of
EAS of cardinality 2 in the next paragraph).
Example 2.1. 1. Let Ω be a set. We put:

@pα, βq P Ω2,

#

αÑ β “ β,

αŹ β “ α.

Then pΩ,Ñ,Źq is an EAS, denoted by EASpΩq. It is a CEDS.

2. Let pΩ, ‹q be an associative semigroup and let π : Ω ÝÑ Ω be an endomorphism of
associative semigroup such that π2 “ π. We put:

@α, β P Ω, αŹ β “ πpαq.

It is an EAS, which we denote by EASpΩ, ‹, πq. It is a CEDS if, and only if, for any
α, β, γ P Ω:

pα ‹ βq ‹ γ “ pβ ‹ αq ‹ γ.

We shall simply denote EASpΩ, ‹q instead of EASpΩ, ‹, IdΩq. In particular, if pΩ, ‹q is a
group, then EASpΩ, ‹q is a CEDS if, and only if, pΩ, ‹q is abelian, which proves that not
all EAS are CEDS.

3. Let Ω be a set with an operation Ź such that, for any α, β, γ P Ω:

pαŹ γq Ź pβ Ź γq “ αŹ β.

We then put:

@pα, βq P Ω2, αÑ β “ β.

Then pΩ,Ñ,Źq is a CEDS (so is an EAS). This holds for example if pΩ, ‹q is an associative
semigroup with the right inverse condition:

@pβ, γq P Ω2, D!α P Ω, α ‹ β “ γ.

This unique α is denoted by γ Ź β. Then, for any α, β, γ P Ω:

ppαŹ γq Ź pβ Ź γqq ‹ β “ ppαŹ γq Ź pβ Ź γqq ‹ ppβ Ź γq ‹ γq

“ pppαŹ γq Ź pβ Ź γqq ‹ pβ Ź γqq ‹ γ

“ pαŹ γq ‹ γ

“ α,

so pα Ź γq Ź pβ Ź γq “ α Ź β. This EAS is denoted by EAS1pΩ, ‹q. The right inverse
condition holds for example if pΩ, ‹q is a group, and then:

αŹ β “ α ‹ β‹´1.

It also holds for semigroups which are not groups. For example, if Ω is a nonempty set, we
give it an associative product defined by:

@α, β P Ω, α ‹ β “ α.

It satisfies the right inverse condition and, for any α, β P Ω, αŹ β “ α. Note that for this
example, EAS1pΩ, ‹q “ EASpΩq.
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Definition 2.4. Let pΩ,Ñ,Źq be an EAS. We shall say that it is nondegenerate if the following
map is bijective:

φ :

"

Ω2 ÝÑ Ω2

pα, βq ÝÑ pαÑ β, αŹ βq.

If Ω is a nondegenerate EAS, the structure implied on Ω by φ´1 will be studied in the next
paragraph.

Example 2.2. 1. Let Ω be a set. In EASpΩq, for any α, β P Ω, φpα, βq “ pβ, αq, so EASpΩq
is nondegenerate.

2. Let pΩ, ‹q be a group. Then EASpΩ, ‹q is nondegenerate. Indeed, in this case, φpα, βq “
pα ‹ β, αq, so φ is a bijection, of inverse given by φ´1pα, βq “ pβ, β‹´1 ‹ αq.

3. Let pΩ, ‹q be an associative semigroup with the right inverse condition. Then EAS1pΩ, ‹q
is nondegenerate. Indeed, in this case, φpα, βq “ pβ, α Ź βq, so φ is a bijection, of inverse
given by φ´1pα, βq “ pβ ‹ α, αq.

2.2 Dual commutative extended semigroups

Definition 2.5. Let pΩ,Ñ,Źq be a map with two binary operations. We shall say that it is a
dual CEDS if, for any α, β, γ P Ω:

pαÑ βq Ñ γ “ αÑ pβ Ñ γq, (20)
pαŹ pβ Ñ γqq Ñ pβ Ź γq “ pαÑ βq Ź γ, (12)
pαŹ pβ Ñ γqq Ź pβ Ź γq “ αŹ β, (13)

pαŹ βq Ñ γ “ αÑ γ, (21)
pαŹ βq Ź γ “ pαŹ γq Ź β. (22)

Example 2.3. 1. If Ω is a set, then EASpΩq is a dual CEDS.

2. If pΩ, ‹q is a semigroup and π : Ω ÝÑ Ω is a semigroup morphism such that π2 “ π, then
EASpΩ, ‹, πq is a dual CEDS if, and only if,

@α, β P Ω, πpαq ‹ β “ α ‹ β.

In particular, EASpΩ, ‹q is a dual CEDS.

3. If pΩ, ‹q is a semigroup with the right inverse condition, then EAS1pΩ, ‹q is a dual CEDS
if, and only if:

@α, β, γ P Ω, pαŹ βq Ź γ “ pαŹ γq Ź β.

This is is equivalent to:

@α, β, γ P Ω, α ‹ β ‹ γ “ α ‹ γ ‹ β.

In the case where pΩ, ‹q is a group, EAS1pΩ, ‹q is a dual CEDS if, and only if, pΩ, ‹q is
abelian.

The following lemma, proved in [5], is a reformulation of the axioms of EAS, CEDS and dual
CEDS with the help of the map φ:

Lemma 2.6. Let pΩ,Ñ,Źq be a set with two binary operations. We consider the maps

φ :

"

Ω2 ÝÑ Ω2

pα, βq ÝÑ pαÑ β, αŹ βq,
τ :

"

Ω2 ÝÑ Ω2

pα, βq ÝÑ pβ, αq.

Then:
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1. pΩ,Ñ,Źq is an EAS if, and only if:

pIdˆ φq ˝ pφˆ Idq ˝ pIdˆ φq “ pφˆ Idq ˝ pIdˆ τq ˝ pφˆ Idq. (23)

2. pΩ,Ñ,Źq is a CEDS if, and only if:

pIdˆ φq ˝ pφˆ Idq ˝ pIdˆ φq “ pφˆ Idq ˝ pIdˆ τq ˝ pφˆ Idq, (23)
pIdˆ φq ˝ pIdˆ τq ˝ pτ ˆ Idq ˝ pφˆ Idq “ pτ ˆ Idq ˝ pφˆ Idq ˝ pIdˆ φq ˝ pIdˆ τq. (24)

pΩ,Ñ,Źq is a dual CEDS if, and only if:

pIdˆ φq ˝ pφˆ Idq ˝ pIdˆ φq “ pφˆ Idq ˝ pIdˆ τq ˝ pφˆ Idq, (23)
pφˆ Idq ˝ pτ ˆ Idq ˝ pIdˆ τq ˝ pIdˆ φq “ pIdˆ τq ˝ pIdˆ φq ˝ pφˆ Idq ˝ pτ ˆ Idq. (25)

With this reformulation, the following result becomes immediate, as inversing (23) gives (23)
again and inversing (24) gives (25):

Proposition 2.7. Let pΩ,Ñ,Źq be a set with two binary operations. We shall say that pΩ,Ñ,Źq
is nondegenerate if the map φ of Definition 2.4 is a bijection. If so, we put:

φ´1 :

"

Ω2 ÝÑ Ω2

pα, βq ÝÑ pα ñ β, α § βq.

Then pΩ,Ñ,Źq is an EAS (respectively a CEDS, a dual CEDS) if, and only if, pΩ,ñ, §q is an
EAS (respectively a dual CEDS, a CEDS).

2.3 EAS of cardinality two

Here is a classification of EAS of cardinality two, which we obtained by an exhaustive study of
the 28 possibilities of pairs of operations. The underlying set is Ω “ tX,Y u and the products
will be given by the pair of matrices

ˆ

X Ñ X X Ñ Y
Y Ñ X Y Ñ Y

˙

,

ˆ

X ŹX X Ź Y
Y ŹX Y Ź Y

˙

.

We shall use the two maps:

πX :

"

Ω ÝÑ Ω
α ÝÑ X,

πY :

"

Ω ÝÑ Ω
α ÝÑ Y.

We respect the indexation of EDS of [3].

Case Ñ Ź Description Comments

A1

ˆ

X X
X X

˙ ˆ

X X
X X

˙

EASpΩ,Ñ, πXq CEDS, dual CEDS,

right part of D1

A2

ˆ

X X
X X

˙ ˆ

X X
Y Y

˙

EASpΩ,Ñq CEDS, dual CEDS,

right part of D2

C1

ˆ

X X
X Y

˙ ˆ

X X
X X

˙

EASpΩ,Ñ, πXq CEDS, right part of C4

C3

ˆ

X X
X Y

˙ ˆ

X X
Y Y

˙

EASpZ{2Z,ˆq CEDS, dual CEDS

C5

ˆ

X X
X Y

˙ ˆ

Y Y
Y Y

˙

EASppZ{2Z,ˆq, πY q CEDS, right part of C2

C6

ˆ

X X
X Y

˙ ˆ

X X
Y X

˙
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Case Ñ Ź Description Comments

E11 ´E21
ˆ

X X
Y Y

˙ ˆ

X X
X X

˙

EASpΩ,Ñ, πXq right part of E1 and E2

E31
ˆ

X X
Y Y

˙ ˆ

X X
Y Y

˙

EASpΩ,Ñq dual CEDS,

right part of E3

F1

ˆ

X Y
X Y

˙ ˆ

X X
X X

˙

EASpΩ,Ñ, πXq CEDS, dual CEDS,

right part of B1, F2, G1 and G2

F3

ˆ

X Y
X Y

˙ ˆ

X X
Y Y

˙

EASpΩq CEDS, dual CEDS,

nondegenerate,
right part of B2 and G3

F4

ˆ

X Y
X Y

˙ ˆ

X Y
Y X

˙

EAS1pZ{2Z,`q CEDS, dual CEDS,

nondegenerate,
right part of F5

H1

ˆ

X Y
Y X

˙ ˆ

X X
X X

˙

EASpZ{2Z,`, πXq CEDS

H2

ˆ

X Y
Y X

˙ ˆ

X X
Y Y

˙

EASpZ{2Z,`q CEDS, dual CEDS,

nondegenerate

For the cases C3, C5, F4, H1 and H2, Ω is identified with Z{2Z, X being 0 and Y being 1.

Remark 2.2. With similar methods, it is possible to prove that there are three nondegenerate
EAS of cardinality 3 up to isomorphism: EASpt1, 2, 3uq, EASpZ{3Z,`q and EAS1pZ{3Z,`q.
All of them are both CEDS and dual CEDS.

3 Structure of nondegenerate finite CEDS

3.1 Preliminary results

Lemma 3.1. let Ω be a finite nondegenerate EAS.

1. Let Ω1 be a sub-EAS of Ω. Then Ω1 is nondegenerate.

2. Let „ be an equivalence on Ω, compatible with the EAS structure. Then the quotient EAS
Ω{ „ is nondegenerate.

Proof. 1. By restriction, φΩ1 “ pφΩq|Ω12 is injective. As Ω1 is finite, it is a bijection. So Ω1 is non
degenerate.

2. Let π : Ω ÝÑ Ω{ „ be the canonical surjection. Then φΩ{„ ˝ π “ pπ b πq ˝ φΩ. As φ is
surjective, φΩ{„ is surjective. As Ω{ „ is finite, it is a bijection. So Ω{ „ is nondegenerate.

Definition 3.2. Let pΩ,Ñ,Źq be an EAS. For any α P Ω, we put:

φα :

"

Ω ÝÑ Ω
β ÝÑ αÑ β,

ψα :

"

Ω ÝÑ Ω
β ÝÑ β Ź α.

We shall say that pΩ,Ñ,Źq is strongly nondegenerate if for any α P Ω, φα is bijective.

Remark 3.1. As the product Ñ is associative, for any α, β P Ω,

φα ˝ φβ “ φαÑβ.
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Lemma 3.3. Let pΩ, ˚q be an associative semigroup. The following conditions are equivalent:

1. EASpΩ, ˚q is nondegenerate.

2. EASpΩ, ˚opq is strongly nondegenerate.

3. pΩ, ˚opq has the right inverse condition.

Proof. Let α, β, γ, δ P Ω. Then:

φpα, βq “ pγ, δq ðñ

#

α ˚ β “ γ,

α “ δ.

So:

φ is bijectiveðñ @pγ, δq P Ω2, D!β P Ω, δ ˚ β “ γ

ðñ in EASpΩ, ˚opq, @δ P Ω, φδ is bijective
ðñ pΩ, ˚opq has the right inverse condition.

Lemma 3.4. Let pΩ,Ñ,Źq be a finite nondegenerate CEDS. Then it is strongly nondegenerate.

Proof. Let α, γ, γ1 P Ω such that φαpγq “ φαpγ
1q. In other words, αÑ γ “ αÑ γ1. By (16):

αŹ γ “ αŹ pαÑ γq “ αŹ pαÑ γ1q “ αŹ γ1.

Therefore, φpα, γq “ φpα, γ1q. As φ is injective, γ “ γ1, so φα is injective. As Ω is finite, φα is
bijective.

Lemma 3.5. Let Ω “ pΩ,Ñ,Źq be a nondegenerate EAS, such that:

@α, β P Ω, αÑ β “ β.

There exists a product ˚ on Ω, making it a semigroup with the right inverse condition, such that
Ω “ EAS1pΩ, ˚q. For any β P Ω, ψβ is bijective and its inverse is:

φ1β :

"

Ω ÝÑ Ω
α ÝÑ α ˚ β.

Moreover, for any β, γ P Ω:

ψβ ˝ ψγ “ ψβ˚γ , ψβŹγ “ ψβ ˝ ψ
´1
γ . (26)

Proof. Note that for any α P Ω, φα “ IdΩ. Let α, β, γ, δ P Ω. Then:

φpα, βq “ pγ, δq ðñ

#

β “ γ,

αŹ β “ δ.

Hence:

φ is bijectiveðñ @pγ, δq P Ω2, D!α P Ω, αŹ γ “ δ

ðñ @γ P Ω, ψγ is bijective.

Putting φ´1pα, βq “ pα ñ β, α § βq, by Proposition 2.7 pΩ,ñ, §q is an EAS, so ñ is associative.
Moreover, φ´1pα, βq “ pα ñ β, αq, so pΩ,ñ, đq “ EASpΩ,ñq. By Lemma 3.3, if ˚ “ñop, then
˚ has the right inverse condition. Moreover, for any α, β P Ω:

φ´1 ˝ φpα, βq “ φ´1pβ, αŹ βq “ ppαŹ βq ˚ β, βq “ pα, βq.
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Hence, the unique element γ P Ω such that γ ˚ β “ α is α Ź β: consequently, Ω “ EAS1pΩ, ˚q.
Moreover, for any α, β P Ω,

φ1β ˝ ψβpαq “ pαŹ βq ˚ β “ α.

So φ1β ˝ ψβ “ IdΩ. As ψβ is bijective, ψ´1
β “ φ1β .

Let β, γ P Ω. Then, for any α P Ω,

φ1γ ˝ φ
1
βpαq “ α ˚ β ˚ γ “ φ1β˚γ .

So φ1γ ˝ φ1β “ φ1β˚γ . Inversing, ψβ ˝ ψγ “ ψβ˚γ . As a consequence,

ψβŹγ ˝ ψγ “ ψpβŹγq˚γ “ ψβ,

which induces the last formula.

Lemma 3.6. Let Ω “ pΩ,Ñ,Źq be a nondegenerate EAS such that for any α, β P Ω,

αÑ β “ β.

Then Ωψ “ tψα, α P Ωu is a subgroup of the group of permutations of Ω.

Proof. Direct consequence of (26).

Proposition 3.7. Let Ω “ EAS1pΩ, ˚q, where pΩ, ˚q is a finite semigroup with the right inverse
condition. We define an equivalence „ on Ω by α „ β if ψα “ ψβ. Then:

1. „ is compatible with the EAS structure of Ω. Therefore, Ω{ „ is an EAS.

2. There exists a product ‹ on Ω{ „, making it a group, such that Ω{ „“ EAS1pΩ{ „, ‹q.

3. There exists a sub-EAS Ω0 of Ω, such that the restriction to Ω0 of the canonical surjection
π : Ω ÝÑ Ω{ „ is an isomorphism.

Proof. 1. Let α, β P Ω, such that α „ β. Then ψα “ ψβ . Let γ P Ω. Then αÑ γ “ β Ñ γ “ γ,
and γ Ñ α “ α „ β “ γ Ñ β. As ψα “ ψβ , γ Ź α “ γ Ź β. Moreover, by Lemma 3.5:

ψαŹγ “ ψα ˝ ψ
´1
γ “ ψβ ˝ ψ

´1
γ “ ψβŹγ ,

so αŹ γ „ β Ź γ: „ is compatible with the EAS structure.

2. By Lemma 3.1, Ω{ „ is nondegenerate. By Lemma 3.5, there exists a product ‹ satisfying
the right inverse condition, such that Ω{ „“ EAS1pΩ{ „, ‹q. We consider the map

ψ :

"

pΩ{ „, ‹q ÝÑ pSΩ{„, ˝q

α ÝÑ ψα.

By Lemma 3.5, this is a semigroup morphism. Let us prove that it is injective. We assume that
ψα “ ψβ . In other words, for any γ P Ω, γŹα „ γŹβ, or equivalently, ψγŹα “ ψγŹβ . Moreover:

ψγŹα “ ψγ ˝ ψ
´1
α “ ψγŹβ “ ψγ ˝ ψ

´1
β .

As ψγ is bijective, ψα “ ψβ , so α “ β.

By Lemma 3.6, there exists e P Ω{ „, such that ψe “ IdΩ{„. For any α P Ω{ „,

ψeŹα “ ψe ˝ ψ
´1
α “ ψ´1

α ,
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so ψpΩ{ „q is a subgroup of SΩ{„. Consequently, pΩ{ „, ‹q is a group.

3. By Lemma 3.6, there exists β0 P Ω such that ψβ0 “ IdΩ. We put:

Ω0 “ tβ0 Ź α, α P Ωu “ tψαpβ0q, α P Ωu.

As the product Ñ of Ω is trivial, this is a sub-semigroup of pΩ,Ñq. Let β0 Ź α, β0 Ź β P Ω0.

pβ0 Ź αq Ź pβ0 Ź βq “ ψβ0Źγ ˝ ψαpβ0q “ ψpβ0Źγq˚αpβ0q P Ω0,

so Ω0 is a sub-EAS of Ω.

Let us assume that β0 Ź α „ β0 Ź β. Then:

ψβ0Źα “ ψβ0 ˝ ψ
´1
α “ ψ´1

α

“ ψβ0Źβ “ ψβ0 ˝ ψ
´1
β “ ψ´1

β ,

so ψα “ ψβ . Hence, β0 Ź α “ β0 Ź β, which proves that π|Ω0
is injective. By Lemma 3.6, there

exists β P Ω such that ψβ “ ψ´1
α . We consider β0 Ź β P Ω0. Then:

ψβ0Źβ “ ψβ0 ˝ ψ
´1
β “ ψα,

so β0 Ź β „ α. Hence, π|Ω0
is surjective.

Theorem 3.8. Let Ω “ EAS1pΩ, ˚q, where pΩ, ˚q is a finite semigroup with the right inverse
condition. There exists a group pΩ0, ‹q and a set Ω1 such that

Ω « EASpΩ1q ˆEAS1pΩ0, ‹q.

Proof. We keep the notations of the proof of Proposition 3.7. As the sub-EAS Ω0 is isomorphic
to Ω{ „, it is a group for the law ˚, and Ω0 “ EAS1pΩ0, ˚q. Let e be the unit of the group
pΩ{ „, ‹q. We consider:

Ω1 “ tα P Ω, α “ eu.

Let us prove that Ω1 “ tα P Ω, ψα “ IdΩu.
Ě: if ψα “ IdΩ, for any β P Ω, β ‹ α˚´1 “ ψαpβq “ β, so α “ e and α P Ω1.
Ď: if α “ e, then for any β P Ω, β Ź α “ β, so βŹα „ β: in other words, ψβŹα “ ψβ . Then:

ψβŹα “ ψβ ˝ ψ
´1
α “ ψβ.

As ψβ is bijective, ψα “ IdΩ.

Therefore, for any α P Ω, for any β P Ω1,

αŹ β “ ψβpαq “ α.

As a consequence, Ω1 “ EASpΩ1q. We consider the map:

θ :

"

Ω1 ˆ Ω0 ÝÑ Ω
pα, βq ÝÑ α ˚ β.

Let us prove that θ is injective. If θpα, βq “ θpα1, β1q, in Ω{ „:

α ‹ β “ β “ α1 ‹ β1 “ β1.

As π|Ω0
is injective, β “ β1. Because of the right inverse condition for ˚, α “ α1.
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Let us prove that θ is surjective. Let γ P Ω. There exists a unique β P Ω0 such that ψγ “ ψβ .
We put α “ γ Ź β, so γ “ α ˚ β. Moreover:

ψα “ ψγ ˝ ψ
´1
β
“ IdΩ{„.

So eŹ α “ α‹´1 “ ψαpeq “ e, and finally α P Ω1.

Let pα, βq and pα1, β1q P Ω1 ˆ Ω0. In Ω, as α1 P Ω1,

α ˚ β ˚ α1 ˚ β1 “ α ˚ pβ ˚ β1q,

which implies that
pα ˚ βq Ź pα1 ˚ β1q “ α ˚ pβ ˚ β1˚´1q.

So θ is an isomorphism of EAS from EASpΩ1q ˆEAS1pΩ0, ˚q to Ω.

3.2 Nondegenerate finite CEDS

Lemma 3.9. Let pΩ,Ñ,Źq be a strongly nondegenerate finite EAS. Then Ωφ “ ptφα, α P Ωu, ˝q
is a group. The following map is a surjective morphism of semigroups:

φ :

"

pΩ,Ñq ÝÑ Ωφ

α ÝÑ φα.

Proof. We already observed that for any α, β P Ω, φα ˝ φβ “ φαÑβ , so φ is a semigroup mor-
phism. By hypothesis, for any α P Ω, φα is a bijection, so belongs the symmetric group SΩ of
permutations of Ω. As Ω is finite, for any α P Ω, there exists n ě 2 such that φnα “ IdΩ. Then
φαÑn “ IdΩ, so Ωφ is a monoid. Putting β “ αÑpn´1q, φβ ˝ φα “ φα ˝ φβ “ IdΩ, so Ωφ is a
group.

Proposition 3.10. Let Ω “ pΩ,Ñ,Źq be a finite nondegenerate EAS, such that for any α P Ω,
φα is a bijection. We put:

ΩÑ “ tα P Ω, φα “ IdΩu, ΩŹ “ tβ P Ω, ψβ “ IdΩu.

Then:

1. ΩÑ is a nondegenerate sub-EAS of Ω.

2. If ΩŹ is nonempty, it is a nondegenerate sub-EAS of Ω.

3. If ΩŹ is nonempty, then ΩŹ X ΩÑ is nonempty.

4. If Ω is a CEDS, ΩŹ is nonempty.

Proof. 1. Recall that for any α, β P Ω, φα ˝ φβ “ φαÑβ . This easily implies that ΩÑ is stable
under Ñ. By Lemma 3.9, there exists α P Ω, such that φα “ IdΩ, so ΩÑ is nonempty.

Let α, β P ΩÑ. Let us consider γ P Ω. As φ is bijective, there exists β1, γ1 P Ω such that:

pβ1 Ñ γ1, β1 Ź γ1q “ pβ, γq.

Then:

φαŹβpγq “ pαŹ βq Ñ γ “ pαŹ pβ1 Ñ γ1qq Ñ pβ1 Ź γ1q “ β1 Ź γ1 “ γ.

So φαŹβ “ IdΩ and αŹ β P ΩÑ. By Lemma 3.1, ΩÑ is a nondegenerate sub-EAS.
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2. Let β, γ P ΩŹ. As ψγ “ IdΩ, β Ź γ “ β P ΩŹ. For any α P Ω, by (12) and (13):

pαŹ pβ Ñ γqq Ñ pβ Ź γq “ pαÑ βq Ź γ “ αÑ β,

pαŹ pβ Ñ γqq Ź pβ Ź γq “ αŹ β.

So φpα Ź pβ Ñ γq, β Ź γq “ φpα, βq. As φ is injective, α Ź pβ Ñ γq “ α, so ψβÑγ “ IdΩ and
β Ñ γ P ΩŹ. If ΩŹ is nonempty, by Lemma 3.1, it is nondegenerate.

3. Let us take α P ΩŹ. The permutation φα is of finite order as Ω is finite, so there exists
n ě 2, such that φnα “ φαÑn “ IdΩ. Putting β “ αÑn, then β P ΩŹ (as it is a sub-CEDS) and
β P ΩÑ as φβ “ IdΩ.

4. Let us consider the EAS associated to the inverse of φ (Proposition 2.7), which we denote
pΩ,ñ, §q. By the first point, there exists α P Ω such that for any β P Ω, α ñ β “ β. In other
words, for any β P Ω,

φ´1pα, βq “ pβ, α § βq.

This implies that φβpα § βq “ α. The inverse of the bijection φβ is the map:

φ1β :

"

Ω ÝÑ Ω
α ÝÑ α § β.

As Ω is finite, there exists β1 P Ω such that φ´1
β “ φβ1 . Hence:

β “ β Ź pα § βq “ β Ź pβ1 Ñ αq “ β Ź α,

by (16). So α P ΩŹ.

Proposition 3.11. Let pΩ,Ñ,Źq be a finite nondegenerate CEDS.

1. We define an equivalence ” on Ω by

β ” β1 if Dα P Ω, β1 “ αÑ β.

This equivalence is compatible with the CEDS structure. Therefore, Ω{ ” is a CEDS.

2. The restriction to ΩÑ of the canonical surjection π : Ω ÝÑ Ω{ ” is an isomorphism.

3. Ω “ ΩŹ Ñ ΩÑ.

Proof. 1. The relation ” can be reformulated as: there exists φα P Ωφ, such that φαpβq “ β1.
By Lemmas 3.4 and 3.9, Ωφ is a group. This easily implies that ” is an equivalence: its classes
are the orbits of the action of the group Ωφ over Ω.

Let us assume that β ” β1: we put β1 “ αÑ β. Let γ P Ω. Then γ Ñ β ” β ” β1 ” γ Ñ β1

by definition of ”. Moreover, β1 Ñ γ “ αÑ pβ Ñ γq, so β1 Ñ γ ” β Ñ γ. By (13):

β1 Ź γ “ pαÑ γq Ź γ “ pαŹ pβ Ñ γqq Ñ pβ Ź γq ” β Ź γ,

γ Ź β1 “ γ Ź pαÑ βq “ γ Ź β.

So ” is compatible with the CEDS structure.

2. Let α P Ω. As φα is bijective, there exists a unique β P Ω such that αÑ β “ α. Then

φα “ φαÑβ “ φα ˝ φβ.

As φα is bijective, φβ “ IdΩ, so β P ΩÑ and α ” β. This proves that π|ΩÑ is surjective.
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Let β, β1 P ΩÑ, such that β ” β1. There exists α P Ω such that αÑ β “ β1. Then:

IdΩ “ φβ1 “ φα ˝ φβ “ φα,

so φα “ IdΩ. We deduce that β1 “ φαpβq “ β. Hence, π|ΩÑ is injective.

3. By Proposition 3.10, there exists β0 P ΩŹ X ΩÑ. Let β P Ω. As π|ΩÑ is bijective, there
exists β1 P ΩÑ, such that β ” β1. We put β “ αÑ β1. As β0 P ΩÑ:

β “ αÑ β0 Ñ β1.

Moreover, for any γ P Ω, as β0 P ΩŹ, by (16):

γ Ź pαÑ β0q “ γ Ź β0 “ γ,

so αÑ β0 P ΩŹ.

Proposition 3.12. Let pΩ,Ñ,Źq be a finite nondegenerate CEDS. We define an equivalence on
ΩŹ by:

α1 „ α2 ðñ Dα P ΩÑ, α2 “ α1 Ñ α.

1. This equivalence is compatible with the CEDS structure, and Ω1 “ ΩŹ{ „ is a nondegenerate
CEDS. Moreover, pΩ1,Ñq is an abelian group and Ω1 “ EASpΩ1,Ñq.

2. The following map is a semigroup isomorphism:

θ :

"

pΩ1 ˆ ΩÑ,Ñq ÝÑ pΩ,Ñq
pα, βq ÝÑ αÑ β.

Proof. We consider

Θ :

"

ΩŹ ˆ ΩÑ ÝÑ Ω
pα, βq ÝÑ αÑ β.

By Proposition 3.11, it is surjective. Let us prove that Θpα1, β1q “ Θpα2, β2q if, and only if,
α1 „ α2 and β1 “ β2.

Let us assume that Θpα1, β1q “ Θpα2, β2q. As φα1 is bijective, there exists α P Ω, α2 “ α1 Ñ α.
As α1 Ñ β1 “ α2 Ñ β2 and β1, β2 P ΩÑ,

φα1 “ φα1 ˝ φβ1 “ φα1Ñβ1 “ φα2Ñβ2 “ φα2 .

Hence:
φα2 “ φα1 ˝ φα “ φα1 .

As φα1 is bjective, φα “ IdΩ, so α P ΩÑ: we obtain that α1 ” α2. As φα1 “ φα2 , φα1pβ1q “
φα2pβ

2q “ φ1αpβ
2q. As φα1 is injective, β “ β1. Conversely, if α P ΩÑ, α1 Ñ αÑ β1 “ α1 Ñ β1.

As a consequence, „ is indeed an equivalence, θ is well-defined and is a bijection. It remains
to show that „ is compatible with the CEDS structure of ΩŹ. Let α1, α2 P ΩŹ, such that α1 „ α2.
We put α2 “ α1 Ñ α, with α P ΩÑ. Let β P ΩŹ. Then:

α1 Ź β “ α1 „ α2 “ α2 Ź β, β Ź α1 “ β “ β Ź α2.

Moreover:

α2 Ñ β “ α2 Ñ αÑ β “ α2 Ñ β, β Ñ α2 “ β Ñ α1 Ñ α „ β Ñ α1.

Therefore, ΩŹ{ „ is a CEDS. By Lemma 3.1, it is nondegenerate.
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Let α, α1 P ΩŹ and β, β1 P ΩÑ. As β P ΩÑ:

θpα, βq Ñ θpα1, β1q “ αÑ β Ñ α1 Ñ β1

“ αÑ α1 Ñ β1

“ αÑ α1 Ñ β Ñ β1

“ θpαÑ α1, β Ñ β1q.

So θ is an isomorphism for the products Ñ.

Let us now study the CEDS Ω1. By definition of ΩŹ, for any α, β P Ω1, α Ź β “ α, so
Ω1 “ EAS1pΩ1,Ñq. By Proposition 3.10, ΩÑ is nonempty. Let us prove that

Ω1Ñ “ tα, α P ΩŹ X ΩÑu.

Ě is obvious. Let us take α P Ω1Ñ. Then, for any β P ΩŹ, α Ñ β “ β: there exists γ P ΩÑ,
αÑ β “ β Ñ γ. Therefore:

φα ˝ φβ “ φβ ˝ φγ “ φβ,

as φγ “ IdΩ. As φβ is a bijection, φα “ IdΩ, so α P ΩÑ. Let α, β P ΩŹXΩÑ. As φα is bijective,
there exists β1 P Ω, αÑ β1 “ β. Then:

IdΩ “ φβ “ φα ˝ φβ1 “ φβ1 ,

so β1 P ΩÑ: we proved that α „ β. As a conclusion, there exists a unique e P Ω1, such that for
any α P Ω1, eÑ α “ α.

Let us choose α P Ω1. As φα is bijective, there exists e1 P Ω1 such that α Ñ e1 “ α. Let
β P Ω1. Then α Ñ e1 Ñ β “ α Ñ β: in other words, α Ñ e1 Ñ β „ α Ñ β, and there exists
γ P ΩÑ, such that α Ñ e1 Ñ β “ α Ñ β Ñ γ. As φα is injective, e1 Ñ β “ β Ñ γ „ β, so
e1 Ñ β “ β for any β P Ω1. By unicity of e, e1 “ e: for any α P Ω1, α Ñ e “ α, so e is a unit of
pΩ1,Ñq. By (15), for γ “ e, we deduce that pΩ1,Ñq is an abelian monoid. Let α P Ω1. As φα is
surjective, there exists α1 P Ω1 such that αÑ α1 “ e. So pΩ1,Ñq is a group.

Proposition 3.13. Let pΩ, ˚q be an associative semigroup such that for any α, β, γ P Ω,

α ˚ β ˚ γ “ β ˚ α ˚ γ.

Let pΩ1,Ñ,Źq be a CEDS, and ă: Ω ˆ Ω1 ÝÑ Ω be a map such that for any α, β P Ω, for any
β1, γ1 P Ω1,

α ă pβ1 Ñ γ1q “ α ă γ1, (27)
pα ˚ βq ă γ1 “ pα ă γ1q ˚ pβ ă γ1q, (28)

pα ă γ1q ă pβ1 Ź γ1q “ α ă β1. (29)

We define a structure of CEDS on ΩˆΩ1 in the following way: for any pα, α1q, pβ, β1q P ΩˆΩ1,

pα, α1q Ñ pβ, β1q “ pα ˚ β, α1 Ñ β1q, pα, α1q Ź pβ, β1q “ pα ă β1, α1 Ź β1q.

This CEDS is denoted by Ω¸ă Ω1.

Proof. Direct verifications.

Remark 3.2. If for any pα, α1q P Ω ˆ Ω1, α ă α1 “ α, we recover the direct product Ω ˆ Ω1 of
EAS.
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Theorem 3.14. Let Ω be a finite nondegenerate CEDS. There exists an abelian group pΩ1, ˚q,
a group pΩ2, ‹q, a left action ą: Ω2 ˆ Ω1 ÝÑ Ω1 of pΩ2, ‹q on pΩ1, ˚q by group automorphisms,
and a nonempty set Ω3 such that Ω is of the form

pEASpΩ1, ˚q ¸ą EAS1pΩ2, ‹qq ˆEASpΩ3q,

with the products given by

pα1, α2, α3q Ñ pβ1, β2, β3q “ pα1 ˚ β1, β2, β3q,

pα1, α2, α3q Ź pβ1, β2, β3q “ pβ2 ą α1, α2 ‹ β
‹´1
2 , α3q.

Proof. Let us consider the map θ of Proposition 3.12. For any α, α1 P ΩŹ, for any β, β1 P ΩÑ,
by (16) and (17):

pαÑ βq Ź pα1 Ñ β1q “ pαÑ βq Ź β1 “ pαŹ β1q Ñ pβ Ź β1q.

Let β0 P ΩŹ X ΩÑ. Then, as β0 P ΩÑ:

pαÑ βq Ź pα1 Ñ β1q “ pαŹ β1q Ñ β0
looooooomooooooon

“γ1

Ñ pβ Ź β1q
looomooon

“γ2

.

Obviously, γ2 P ΩÑ. For any γ P Ω, by (16):

γ Ź γ1 “ γ Ź β0 “ γ,

so γ1 P ΩŹ. We then put, for any α P Ω1, for any β P ΩÑ:

α ă β “ αŹ β Ñ β0.

Then, for any α, α1 P Ω1, for any β, γ P ΩÑ:

θpα, βq Ź θpα1, β1q “ θpα ă β1, β Ź β1q.

Then:

α ă pβ Ñ γq “ αŹ pβ Ñ γq Ñ β0 “ αŹ γ Ñ β0 “ α ă γ,

which proves (27). As β0 P ΩÑ:

pαÑ βq ă γ “ pαÑ βq Ź γ Ñ β0

“ αŹ γ Ñ β Ź γ Ñ β0

αŹ γ Ñ β0 Ñ β Ź γ Ñ β0

“ pα ă γq Ñ pβ ă γq,

which proves (28).

pα ă γq ă pβ Ź γq “ pαŹ γq Ź pβ Ź γq Ñ β0 Ź pβ Ź γq Ñ β0

“ αŹ β Ñ β0 Ź pβ Ź γq Ñ β0

“ αŹ β Ñ β0

“ α ă β,

which proves (29). For the last equality, we used that β0 Ź pβ Ź γq P ΩÑ, as β, β0 and γ belong
to ΩÑ.
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We finally obtain that θ is an isomorphism between Ω1 ¸ă ΩÑ and Ω. We put Ω1 “
EASpΩ1, ˚q. From Theorem 3.8, we obtain a decomposition of ΩÑ of the form EAS1pΩ2, ‹q ˆ
EASpΩ3q. The map ă: Ω1 ˆ Ω2 ˆ Ω3 ÝÑ Ω1 satisfies (27)-(29). In this particular case, (27)
becomes trivial, and (28), (29) can be reformulated in this way: for any α1, β1 P Ω1, β2, γ2 P Ω2,
β3, γ3 P Ω3,

pα1 ˚ β1q ă pγ2, γ3q “ pα1 ă pγ2, γ3qq ˚ pβ1 ă pγ2, γ3qq,

pα1 ă pγ2, γ3qq ă pβ2, β3q “ α1 ă pβ2 ‹ γ2, β3q.

The products of Ω are given in this way: for any αi, βi P Ωi, with 1 ď i ď 3,

pα1, α2, α3q Ñ pβ1, β2, β3q “ pα1 ˚ β1, β2, β3q,

pα1, α2, α3q Ź pβ1, β2, β3q “ pα1 ă pβ2, β3q, α2 ‹ β
‹´1
2 , α3q.

For any pβ2, β3q P Ω2 ˆ Ω3, we consider:

ψă
β2,β3

:

"

Ω1 ÝÑ Ω1

α1 ÝÑ α1 ă pβ2, β3q.

As Ω is nondegenerate, necessarily ψβ2,β3 is injective. As Ω is finite, ψβ2,β3 is a bijection. More-
over, by (30), for any pβ2, β3q, pγ2, γ3q P Ω2 ˆ Ω3,

ψă
β2,β3

˝ ψă
γ2,γ3

“ ψă
β2‹γ2,β3

.

For β2 “ γ2 being the unit e of Ω2 and β3 “ γ3, we obtain that
´

ψă
e,β3

¯2
“ ψă

e,β3
. As it is a

bijection, ψă
e,β3

“ IdΩ1 for any β3 P Ω3. Hence:

ψă
e,β3

˝ ψă
γ2,γ3

“ ψă
γ2,γ3

“ ψă
γ2,β3

,

so ψβ2,β3 does not depend on β3. We denote this map by ψβ2 . Note that we proved that
ψβeΩ2

“ IdΩ1 . We put, for any α1 P Ω1, β2 P Ω2, α1 ă β2 “ ψă
β2
pα1q. We finally obtain that the

products in Ω are given in this way:

pα1, α2, α3q Ñ pβ1, β2, β3q “ pα1 ˚ β1, β2, β3q,

pα1, α2, α3q Ź pβ1, β2, β3q “ pα1 ă β2, α2 ‹ β
‹´1
2 , α3q.

So Ω “ pEASpΩ1, ˚q ¸ă EAS1pΩ2, ‹qq ˆEASpΩ3q.

In the particular case of EASpΩ1, ˚q ¸ă EAS1pΩ2, ‹q, (27) is trivial, and (28), (29) can be
reformulated in this way: for any α1, β1 P Ω1, β2, γ2 P Ω2,

pα1 ˚ β1q ă γ2 “ pα1 ă γ2q ˚ pβ1 ă γ2q,

pα1 ă γ2q ă β2 “ α1 ă pβ2 ‹ γ2q.

As ψeΩ2
“ IdΩ1 , the following map is a left action of pΩ2, ‹q on pΩ1, ˚q by group automorphisms:

ą:

"

Ω2 ˆ Ω1 ÝÑ Ω1

pβ2, α1q ÝÑ β2 ą α1 “ α1 ă β2.

The formulas for the products in Ω are then immediate.

Remark 3.3. Consequently, we have a semidirect product of groups pΩ1, ˚q ¸ą pΩ2, ‹q.

Inverting the corresponding maps φ, we obtain:
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Corollary 3.15. Let Ω be a finite nondegenerate CEDS. There exists an abelian group pΩ1, ˚q,
a group pΩ2, ‹q, a right action ă: Ω1ˆΩ2 ÝÑ Ω1 of pΩ2, ‹q on pΩ1, ˚q by group automorphisms,
and a nonempty set Ω3 such that Ω is of the form

pEASpΩ2, ‹q ˙ă pEAS1pΩ1, ˚qq ˆEASpΩ3q,

with the products given by

pα2, α1, α3q Ñ pβ2, β1, β3q “ pα2 ‹ β2, β1 ă α2, β3q,

pα2, α1, α3q Ź pβ2, β1, β3q “ pα2, α1 ˚ pβ
´1
1 ă α´1

2 q, α3q.

Remark 3.4. The inverse dual CEDS of the CEDS pEASpΩ1, ˚q ¸ą EAS1pΩ2, ‹qq ˆEASpΩ3q is
pEASpΩ2, ‹

opq ˙ąop pEAS1pΩ1, ˚qq ˆEASpΩ3q.

4 Linear extended associative semigroups

4.1 Definitions and example

The notions of `EAS, `CEDS and dual `CEDS are introduced in [5, Definition 1.5], as a linear
version of Lemma 2.6:

Definition 4.1. Let A be a vector space and let Φ : AbA ÝÑ AbA be a linear map.

1. We shall say that pA,Φq is a linear extended associative semigroup (briefly, `EAS) if:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φq “ pΦb Idq ˝ pIdb τq ˝ pΦb Idq. (30)

2. We shall say that pA,Φq is a linear commutative extended diassociative semigroup (briefly,
`CEDS) if:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φq “ pΦb Idq ˝ pIdb τq ˝ pΦb Idq, (30)
pIdb Φq ˝ pIdb τq ˝ pτ b Idq ˝ pΦb Idq “ pτ b Idq ˝ pΦb Idq ˝ pIdb Φq ˝ pIdb τq. (31)

3. We shall say that pA,Φq is a linear dual commutative extended diassociative semigroup
(briefly, dual `CEDS) if:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φq “ pΦb Idq ˝ pIdb τq ˝ pΦb Idq, (30)
pΦb Idq ˝ pτ b Idq ˝ pIdb τq ˝ pIdb Φq “ pIdb τq ˝ pIdb Φq ˝ pΦb Idq ˝ pτ b Idq. (32)

If pA,Φq is an `EAS (respectively an `CEDS or a dual `CEDS), we shall say that it is nonde-
generate if Φ is bijective.

Note that, by definition, `CEDS and dual `CEDS are `EAS.

Example 4.1. 1. Let pΩ,Ñ,Źq be an EAS (respectively, a CEDS, a dual CEDS). Let A “ KΩ
be the vector space generated by Ω. We define:

Φ :

"

AbA ÝÑ AbA
ab b ÝÑ paÑ bq b paŹ bq.

Then pA,Φq is an `EAS (respectively, an `CEDS, a dual `CEDS), which we call the lin-
earization of pΩ,Ñ,Źq. It is a nondegenerate `EAS if, and only if, Ω is a nondegenerate
EAS.
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2. All the `EAS are not of the form KΩ. For example, if A is a two-dimensional space with
basis px, yq, the maps given by the following matrices in the basis pxbx, xby, ybx, ybyq
are `EAS:

M1 “

¨

˚

˚

˝

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

˛

‹

‹

‚

, M2 “

¨

˚

˚

˝

0 0 0 0
0 0 a 0
0 0 0 0
0 0 0 0

˛

‹

‹

‚

, M3 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

˛

‹

‹

‚

,

M4 “

¨

˚

˚

˝

1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

˛

‹

‹

‚

, M5 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0

˛

‹

‹

‚

, M6 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

˛

‹

‹

‚

,

M7 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0

˛

‹

‹

‚

, M8 “

¨

˚

˚

˝

1 0 0 0
0 0 1 0
0 0 1 0
0 0 0 0

˛

‹

‹

‚

, M9 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 0 0
0 0 1 0

˛

‹

‹

‚

,

M10 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 1 0
0 0 0 0

˛

‹

‹

‚

, M11 “

¨

˚

˚

˝

1 0 0 0
0 0 1 0
0 0 1 0
0 0 1 0

˛

‹

‹

‚

, M12 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 0 0
0 1 ´1 0

˛

‹

‹

‚

,

M13 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

˛

‹

‹

‚

, M14 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 1

˛

‹

‹

‚

, M15 “

¨

˚

˚

˝

1 1 0 0
0 0 0 0
0 0 0 0
0 0 1 1

˛

‹

‹

‚

,

M16 “

¨

˚

˚

˝

1 0 0 0
0 0 0 0
0 1 0 0
0 0 1 1

˛

‹

‹

‚

, M17 “

¨

˚

˚

˝

1 0 1 0
0 0 ´1 0
0 1 ´1 0
0 0 2 1

˛

‹

‹

‚

, M18 “

¨

˚

˚

˝

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

˛

‹

‹

‚

,

where a is a scalar. Moreover:

• The `CEDS in this list are the Mi’s with

i P t1, 2, 3, 4, 5, 9, 10, 13, 14, 16, 17, 18u.

• The dual `CEDS in this list are are the Mi’s with

i P t1, 2, 3, 4, 5, 7, 8, 9, 11, 13, 14, 15, 16, 17, 18u.

These `EAS are in fact the EAS of dimension 2 which have a basis of special vectors, see
Definition 4.3.

Notations 4.1. Let pA,Φq be an `EAS. We use the Sweedler notation:

Φpab bq “
ÿ

a1 Ñ b1 b a2 Ź b2.

Note that the operationsÑ and Ź do not necessarily exist, nor the coproducts a1ba2 or b1b b2.
With this notation, (30) can be rewritten as:
ÿÿÿ

a1 Ñ pb1 Ñ c1q1 b pa2 Ź pb1 Ñ c1q2q1 Ñ pb2 Ź c2q1 b pa2 Ź pb1 Ñ c1qq2 Ź pb2 Ź c2q2 (30’)

“
ÿÿ

pa1 Ñ b1q1 Ñ c1 b pa1 Ñ b1q2 Ź c2 b a2 Ź b2.
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Similarly, (31) and (32) are rewritten as:
ÿÿ

a2 Ź pc1 Ñ b1q2 b a1 Ñ pc2 Ñ b2q1 b c2 Ź b2 (31’)

“
ÿÿ

a2 Ź b2 b c1 Ñ pa1 Ñ b1q1 b c2 Ź pa1 Ñ b1q2,

ÿÿ

pb2 Ź c2q1 Ñ a1 b pb2 Ź c2q2 Ź a2 b b1 Ñ c1 (32’)

“
ÿÿ

b1 Ñ a1 b pb2 Ź a2q2 Ź c2 b pb2 Ź a2q1 Ñ c1.

By transposition of (30), (31) and (32):

Proposition 4.2. Let V be a finite-dimensional space and Φ : V b V ÝÑ V b V be a linear
map. We consider Φ˚ : V ˚b V ˚ “ pV b V q˚ ÝÑ pV b V q˚ “ V ˚b V ˚. Then pV,Φq is an `EAS
[respectively an `CEDS, a dual `CEDS] if, and only if, pV ˚,Φ˚q is an `EAS [respectively a dual
`CEDS, an `CEDS].

Example 4.2. 1. As their matrices are symmetric, the `EAS M3, M6, M13 and M18 are self-
dual, through the pairing which matrix in the basis px, yq is

ˆ

1 0
0 1

˙

.

With the same pairing, the dual of M4 is M5 and the dual of M8 is M10. The `EAS M2

and M14 are also self-dual, through the pairing which matrix in the basis px, yq is
ˆ

0 1
1 0

˙

.

The `EAS M16 and M17 are self-dual1, through the pairings which matrix in the basis
px, yq are respectively

ˆ

1 1
1 0

˙

,

ˆ

2 2
2 1

˙

.

The duals of M1, M7, M9, M11, M12 and M15 are not isomorphic to any Mi’s.

2. Let Ω be a finite EAS and A “ KΩ be the associated `EAS. The dual A˚ is identified
with the space KΩ of maps from Ω to K, with the dual basis pδαqαPΩ of the basis Ω of KΩ.
Then, for any α, β P Ω:

Φ˚pδα b δβq “
ÿ

pγ,δqPφ´1pα,βq

δγ b δδ.

This is usually not the linearization of an EAS, except if Ω is nondegenerate: in this case,
we recover the linearization of pΩ,ñ, §q of Proposition 2.7.

4.2 Special vectors, left units and counits

Definition 4.3. Let pA,Φq be an `EAS.

1. Let a P A. We shall say that a is a left unit of pA,Φq if for any b P A, Φpab bq “ bb a.

2. Let f P A˚. We shall say that f is a left counit of pA,Φq if pf b Idq ˝ Φ “ Idb f .

3. Let a P A and λ P K. We shall say that a is a special vector of pA,Φq of eigenvalue λ if
Φpab aq “ λab a.

1For M17, this holds if the characteristic of the base field is not 2.
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Remark 4.1. Let pA,Φq be an `EAS.

1. Any left unit of pA,Φq is a special vector of eigenvalue 1.

2. If A is finite dimensional, its left counits are the left units of pA˚,Φ˚q.

3. The set of left units is a subspace of A and the set of left counits a subspace of A˚. The
set of special vectors of a given eigenvalue is generally not a subspace of A.

Lemma 4.4. Let pA,Φq be an `EAS and a P A be a nonzero special vector of pA,Φq. Then its
eigenvalue λ is 0 or 1.

Proof. Let us apply (30) to ab ab a. This gives λ3ab ab a “ λ2ab ab a. As a ‰ 0, λ “ 0 or
1.

Example 4.3. 1. Let us give special vectors, left units and left counits for the thirteen `EAS
associated to the thirteen EAS of cardinality 2. In each case, we give a basis of the spaces
of left units and left counits; λ, µ and ν are scalars. The dual basis of the basis pX,Y q of
KΩ is denoted by pX˚, Y ˚q.

Case Special vectors Special vectors Left units Left conits
of eigenvalue 1 of eigenvalue 0

A1 λX νpX ´ Y q H H

A2 λX νpX ´ Y q H pX˚ ` Y ˚q

C1 λX 0 H H

C3 λX, µY 0 pY q pX˚ ` Y ˚q

C5 µY 0 pY q H

C6 λX 0 H H

E11´E12 λX νpX ´ Y q H H

E13 λX, µY νpX ´ Y q H pX˚ ` Y ˚q

F1 λX νpX ´ Y q pXq H

F3 λX ` µY 0 pX,Y q pX˚, Y ˚q

F4 λX, νpX ` Y q 0 pX ` Y q pX˚q

H1 λX 0 pXq H

H2 λX, νpX ` Y q 0 pXq pX˚ ` Y ˚q

Some of them have a basis of special vectors: let us determine their matrices in such a
basis. We recover in this way some matrices of Example 4.1:

• For A1, in the basis pX,X ´ Y q, we obtain M3.

• For A2, in the basis pX,X ´ Y q, and for F1, in the basis pX ´ Y,Xq, we obtain M4.

• For C3, in the basis pY,Xq, we obtain M16.

• For E11´E12, in the basis pX,X ´ Y q, we obtain M6.

• For E13, in the basis pX,Y ´Xq, we obtain M11.

• For F3, in the basis pX,Y q, we obtain M18.

• For F4 and H2, in the basis pX ´ Y,Xq, we obtain M17.

Hence, the `EAS associated to A2 and F1 are isomorphic, whereas the EAS A2 and F1
are not. As similar situation holds for F4 and H2.

2. It is possible to show that any 2-dimensional `EAS with a basis of special vectors is iso-
morphic to one of the eighteen cases of Example 4.1. For all of them, let us give special
vectors, left units and left counits for the eighteen cases of Example 4.1. In each case, we
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give a basis of the spaces of left units and left counits; λ, µ and ν are scalars. For M2, we
assume that the parameter a is nonzero (otherwise, Φ “ 0).

Case Special vectors Special vectors Left units Left counits
of eigenvalue 1 of eigenvalue 0

M1 0 λx, µy H H

M2 0 λx, µy H H

M3 λx µy H H

M4 λx µy H px˚q

M5 λx µy pxq H

M6 λx µy H H

M7 λx µy H H

M8 λx µy H px˚q

M9 λx µy pxq H

M10 λx µy pxq H

M11 λx, νpx` yq µy H px˚q

M12 λx µy H H

M13 λx, µy 0 H H

M14 λx, µy 0 pxq py˚q

M15 λx, µy νpx´ yq H px˚ ` y˚q

M16 λx, µy 0 pxq px˚ ` y˚q

M17 λx, µy 0 pxq px˚ ` y˚q

M18 λx` µy 0 px, yq px˚, y˚q

Among them, M11 has three lines of special vectors. In the basis px ` y, xq its matrix is
M15, so M11 and M15 are isomorphic.

4.3 Left units and counits of finite nondegenerate CEDS

Proposition 4.5. Let pΩ1, ˚q be an abelian finite group, pΩ2, ‹q be a finite group, and Ω3 be a
finite set. We denote by e1 and e2 the units of Ω1 and Ω2.

1. Let pA,Φq be the linearization of the CEDS

pEASpΩ1, ˚q ¸ą EAS1pΩ2, ‹qq ˆEASpΩ3q

of Theorem 3.14.

(a) The special vectors of eigenvalue 1 of pA,Φq are the vectors of the form

a “
ÿ

pα1,α2,α3qPH1ˆH2ˆΩ3

gpα3qpα1, α2, α3q,

where H1 is a subgroup of Ω1, H2 is a subgroup of Ω2, such that H2 ą H1 Ď H1, and
g : Ω3 ÝÑ K is a map.

(b) The left units of pA,Φq are the vectors of the form

a “
ÿ

pα2,α3qPΩ2ˆΩ3

gpα3qpe1, α2, α3q,

where g : Ω3 ÝÑ K is a map.
(c) The left counits of pA,Φq are the linear forms f such that for any pα1, α2, α3q P Ω:

fpα1, α2, α3q “ δα2,e2gpα3q,

where g : Ω3 ÝÑ K is a map.
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2. Let pA,Φq be the linearization of the CEDS

pEASpΩ2, ‹q ˙ă EAS1pΩ1, ˚qq ˆEASpΩ3q

of Corollary 3.15.

(a) The special vectors of eigenvalue 1 of pA,Φq are the vectors of the form

a “
ÿ

pα1,α2,α3qPH1ˆH2ˆΩ3

gpα3qpα2, α1, α3q,

where H1 is a subgroup of Ω1, H2 is a subgroup of Ω2, such that H1 ă H2 Ď H1, and
g : Ω3 ÝÑ K is a map.

(b) The left units of pA,Φq are the vectors of the form

a “
ÿ

pα1,α3qPΩ1ˆΩ3

gpα3qpe2, α1, α3q,

where g : Ω3 ÝÑ K is a map.

(c) The left counits of pA,Φq are the linear forms f such that for any pα1, α2, α3q P Ω:

fpα1, α2, α3q “ δα1,e1gpα3q,

where g : Ω3 ÝÑ K is a map.

Proof. 1.(a) Let a be a nonzero vector of A, which we write as

a “
ÿ

pα1,α2,α3qPΩ

apα1,α2,α3qpα1, α2, α3q.

Then a is a special vector of eigenvalue 1 if, and only if, for any pα1, α2, α3q, pβ1, β2, β3q P Ω,

apα1,α2,α3qapβ1,β2,β3q “ a
pα´1

2 ąβ1,β2‹α2,β3q
a
ppα´1

2 ąβ´1
1 q˚α1,α2,α3q

. (33)

We put:

@pα2, α3q P Ω2 ˆ Ω3, H1pα2, α3q “ tα1 P Ω1, apα1,α2,α3q ‰ 0u,

@α3 P Ω3, H2pα3q “ tα2 P Ω2, H1pα2, α3q ‰ Hu.,

H3 “ tα3 P Ω3, H2pα3q ‰ Hu.

We shall also consider the map:

g :

"

Ω3 ÝÑ K
α3 ÝÑ gpα3q “ ae1,e2,α3 .

Let us first prove that if α3 P H3, then H2pα3q is a subgroup of Ω2. Let α2, β2 P H2pα3q

(which is nonempty as α3 P H3). Let α1, β1 P Ω1, such that apα1,α2,α3q ‰ 0 and apβ1,β2,α3q ‰ 0.
By (33),

a
pα´1

2 ąβ1,β2‹α2,α3q
‰ 0,

so β2 ‹ α2 P H2pα3q. As Ω2 is finite, H2pα3q is a subgroup of Ω2.

Let us prove that if α3 P H3, then H1pe2, α3q is a subgroup of Ω1 and, moreover, for any α1 P

H1pe2, α3q, apα1,e2,α3q “ gpα3q. As H2pα3q is a subgroup of Ω2, it contains e2, so H1pe2, α3q ‰ H.
Let α1, β1 P H1pe2, α3q. By (33):

apα1,e2,α3qapβ1,e2,α3q “ apβ1,e2,α3qapβ´1
1 ˚α1,e2,α3q

‰ 0.

23



Hence, β´1
1 ˚ α1 P H1pe2, α3q. Taking α1 “ β1, we obtain

apα1,e2,α3qapα1,e2,α3q “ apα1,e2,α3qape1,e2,α3q ‰ 0,

so apα1,e2,α3q “ ape1,e2,α3q “ gpα3q.

Let us prove that if α3, β3 P H3 and β2 P H2pβ3q, then H1pβ2, β3q Ď H1pe2, α3q. Let
β1 P H1pβ2, β3q. Then apβ1,β2,β3q ‰ 0. As H1pe1, β2q is a subgroup of Ω1, it contains e1, so
ape1,e2,α3q ‰ 0. By (33):

ape1,e2,α3qapβ1,β2,β3q “ gpα3qapβ1,β2,β3q “ apβ1,β2,β3qapβ´1
1 ,e2,α3q

‰ 0,

so β´1
1 P H1pe2, α3q. As this is a subgroup of Ω1, β1 P H1pe2, α3q.

As a consequence, for β2 “ e2, we obtain by symmetry that for any α3, β3 P H3, H1pe2, α3q “

H1pe2, β3q. Therefore, there exists a subgroup H1 of Ω1 such that for any α3 P Ω3, H1pe2, α3q “

H1.

Let us prove that for any α3 P H3, H2pα3q ą H1 Ď H1. Let β1 P H1 “ H1pe2, α3q, then
apβ1,e2,α3q ‰ 0. Let α12 P H2pα3q. We put α2 “ α1´1

2 P H2pα3q. there exists α1 P H1pα2, α3q, such
that apα1,α2,α3q ‰ 0. By (33):

apα1,α2,α3qapβ1,e2,α3q “ apβ1,α2,α3qappα´1
2 ąβ´1

1 q˚α1,e2,α3q
‰ 0.

So pα´1
2 ą β´1

1 q ˚ α1 P H1pe2, α3q “ H1. Moreover, as H1pα2, α2q Ď H1:

α´1
2 ą β´1

1 “ α12 ą β´1
1 P H1.

Its inverse α12 ą β1 is also an element of H1, so H2pα3q ą H1 Ď H1.

Let us prove that for any α3 P H3, for any α2 P H2pα3q, H1pα2, α3q “ H1. Let α1 P H1 “

H1pe2, α3q and β1 P H1pα2, α3q. By (33):

apα1,e2,α3qapβ1,α2,α3q “ apβ1,α2,α3qapβ´1
1 ˚α1,α2,α3q

‰ 0,

so β´1
1 ˚ α1 P H1pα2, α3q. We obtain an injective map

"

H1 ÝÑ H1pα2, α3q

α1 ÝÑ β´1
1 ˚ α1.

Hence, |H1| ď |H1pα2, α3q|. We already proved that H1pα2, α3q Ď H1, so H1 “ H1pα2, α3q.

We now prove that there exists a subgroup H2 of Ω2 such that for any α3 P H3, H2pα3q “ H2,
and that, moreover, for any α2 P H2, for any α3 P H3, ape1,α2,α3q “ gpα3q. Let α3, β3 P H3. Let
α2 P H2pα3q. As e1 P H1pα2, α3q “ H1, ape1,α2,α3q ‰ 0. As e2 P H2pα3q, ape1,e2,β3q ‰ 0. By (33):

ape1,α2,α3qape1,e2,β3q “ ape1,α2,β3qape1,α2α3q ‰ 0,

so α2 P H2pβ3q. We proved that H2pα3q Ď H2pβ3q: by symmetry, H2pα3q “ H2pβ3q, which
prove the existence of H2. Moreover, as ape1,α2,α3q ‰ 0 and ape1,e2,β3q “ gpβ3q, we obtain that
ape1,α2,β3q “ gpβ3q.

We proved that for any pα1, α2, α3q P Ω,

apα1,α2,α3q ‰ 0 ðñ pα1, α2, α3q P H1 ˆH2 ˆH3.
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Let α3, β3 P H3, β1 P H1, α2 P H2. We put α1 “ α´1
2 ą β1. Then, By (33):

gpα3qgpβ3q “ apβ1,α2,α3qape1,α2,β3q “ apβ1,α2,α3qgpβ3q,

so apβ1,α2,α3q “ gpα3q. we proved that a has the announced form.

Conversely, if a is of the announced form,

Φpab aq “
ÿ

pα1,α2,α3q,pβ1,β2,β3qPH1ˆH2ˆΩ3

gpα3qgpβ3qpα1 ˚ β1, β2, β3q b pβ2 ą α2, α2 ˚ β
´1
2 , α3q

“
ÿ

pα1,α2,α3q,pβ1,β2,β3qPH1ˆH2ˆΩ3

pβ1, β2, β3q b pα1, α2, α3q

“ ab a.

2.(a) If pA,Φq is the linearization of pEASpΩ2, ‹q˙ăEAS1pΩ1, ˚qqˆEASpΩ3q, then pA,Φ´1q

is the linearization of pEASpΩ1, ˚q¸ăop EAS1pΩ2, ‹
opqqˆEASpΩ3q. The result then comes from

the observation that the special vectors of pA,Φq and pA,Φ´1q are the same.

1.(b) Let a be a left unit of A. Then it is a special vector, which we write as

a “
ÿ

pα1,α1,α3qPH1ˆH2ˆΩ3

gpα3qpα1, α1, α3q.

For any b “ pβ1, β2, β3q P Ω:

Φpab bq “
ÿ

pα1,α1,α3qPH1ˆH2ˆΩ3

gpα3qpα1 ˚ β1, β2, β3q b pβ2 ą α1, α2 ˚ β
´1
2 , α3q

“ bb a “
ÿ

pα1,α1,α3qPH1ˆH2ˆΩ3

gpα3qpβ1, β2, β3q b pα1, α1, α3q.

Taking β1 “ e1, we obtain that for any α1 P H1, α1 “ e1, so H1 “ te1u. Moreover, for any
β2 P Ω2:

ÿ

pα2,α3qPH2ˆΩ3

gpα3qpα2 ‹ β
´1
2 , α3q “

ÿ

pα2,α3qPH2ˆΩ3

gpα3qpα2, α3q,

so for any α2 P H2, α2 ‹ β
´1
2 P H2. In particular, for α2 “ e2, β´1

2 P H2 and finally β2 P H2:
H2 “ Ω2. The converse application is immediate.

2.(b) Similar proof.

1.(c) and 2.(c) The left counits of pA,Φq are the left units of pA˚,Φ˚q, which is isomorphic
to pA,Φ´1q. The resut comes from 2.(b). and 1.(b).

5 From bialgebras to `EAS

We refer to [1, 8] for classical results and notations on bialgebras and Hopf algebras.

5.1 A functor from bialgebras to `EAS

Proposition 5.1. Let pA,m,∆q be a bialgebra, not necessarily unitary nor counitary. We define
Φ : AbA ÝÑ AbA by:

@a, b P A, Φpab bq “ pmb IdAq ˝ pIdA b τq ˝ p∆b IdAqpab bq “
ÿ

ap1qbb ap2q,

with Sweedler’s notation ∆paq “
ř

ap1qbap2q. Then pA,Φq is an `EAS, denoted by `EASpA,m,∆q.
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Proof. For any a, b, c P A:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φqpab bb cq “ pΦb Idq ˝ pIdb τq ˝ pΦb Idqpab bb cq

“
ÿÿ

ap1qbp1qcb ap2qbp2q b ap3q.

Example 5.1. 1. Let pΩ, ‹q be a semigroup. We take A “ KΩ, with its usual bialgebra struc-
ture: the product m obtained by linearization of ‹ and the coproduct ∆ defined by

@α P Ω, ∆pαq “ αb α.

Then pA,m,∆q is a bialgebra, unitary if, and only if Ω is a monoid, and counitary. In
`EASpA,m,∆q, for any α, β P Ω:

Φpαb βq “ α ‹ β b α.

We recover the linearization of EASpΩ, ‹q.

2. Let A be a vector space, 1A P A and ε P A˚ such that εp1Aq “ 1. We define a product and
a coproduct on A by:

@a, b P A, a ¨ b “ εpaqb,

@a P A, ∆paq “ 1A b a.

Then pA,m,∆q is a bialgebra, with a left unit 1A and a left counit ε. It is unitary if,
and only if A is one-dimensional; it is counitary if, and only if, A is one-dimensional. In
`EASpA,m,∆q, for any a, b P A, Φpab bq “ bb a.

Proposition 5.2. Let pA,m,∆q be a bialgebra, not necessarily unitary nor counitary.

1. Let us consider the following conditions:

(a) `EASpA,m,∆q is an `CEDS.

(b) For any a, b, c P A,
řř

ap1qbp1qcb ap2q b bp2q “
řř

bp1qap1qcb ap2q b bp2q.

(c) For any a, b, c P A, abc “ bac.

(d) m is commutative.

Then pdq ùñ pcq ùñ pbq ðñ paq. If pA,∆q has a right counit, then pcq ðñ paq. If
pA,m,∆q has a right counit and a right unit, then pdq ðñ paq.

2. Let us consider the following conditions:

(a) `EASpA,m,∆q is a dual `CEDS.

(b) For any a, b, c P A,
ř

ap1qbb ap2qcb ap3q “
ř

ap2qbb ap1qcb ap3q.

(c) p∆b Idq ˝∆ “ pτ b Idq ˝ p∆b Idq ˝∆.

(d) ∆ is cocommutative.

Then pdq ùñ pcq ùñ pbq ðñ paq. If pA,mq has a right unit, then pcq ðñ paq. If pA,m,∆q
has a right counit and a right unit, then pdq ðñ paq.

Proof. 1. Obviously, pdq ùñ pcq ùñ pbq. Let a, b, c P A.

pIdb Φq ˝ pIdb τq ˝ pτ b Idq ˝ pΦb Idqpbb cb aq “
ÿÿ

bp2q b ap1qbp1qcb ap2q,

pτ b Idq ˝ pΦb Idq ˝ pIdb Φq ˝ pIdb τqpbb cb aq “
ÿÿ

bp2q b bp1qap1qcb ap2q,
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so paq ðñ pbq. If pbq is satisfied and if pA,∆q has a right counit ε, applying pIdb εb εq to pbq,
we obtain pcq. If pcq is satisfied and pA,mq has a right unit 1A, taking c “ 1A in pcq, we obtain pdq.

2. Obviously, pdq ùñ pcq ùñ pbq. Let a, b, c P A.

pΦb Idq ˝ pτ b Idq ˝ pIdb τq ˝ pIdb Φqpbb ab cq “
ÿ

ap2qbb ap3q b ap1qc,

pIdb τq ˝ pIdb Φq ˝ pΦb Idq ˝ pτ b Idqpbb ab cq “
ÿ

ap1qbb ap3q b ap2qc,

so paq ðñ pbq. If pbq is satisfied and if pA,mq has a right unit 1A, taking b “ c “ 1A in pbq, we
obtain pcq. If pcq is satisfied and pA,∆q has a right counit ε, applying pId b Id b εq to pcq, we
obtain pdq.

Proposition 5.3. Let pA,m,∆q be a finite-dimensional bialgebra, not necessarily unitary nor
counitary. Then `EASpA,m,∆q˚ “ `EASpA˚,∆˚,m˚q.

Proof. Let f, g P A˚. For any a, b P A:

Φ˚ “ ppmb IdAq ˝ pIdA b τq ˝ p∆b IdAqq
˚

“ p∆˚ b IdA˚q ˝ pIdA˚ b τq ˝ pm
˚ b IdA˚q.

Therefore, `EASpA,m,∆q˚ “ `EASpA˚,∆˚,m˚q.

Proposition 5.4. Let pA,m,∆q be a bialgebra.

1. We assume that pA,mq has a right unit 1A.

• If 1A is not a unit of pA,mq, the unique left unit of `EASpA,m,∆q is 0. If 1A is a
unit of pA,mq, then the left units of `EASpA,m,∆q are the elements a P A such that
∆paq “ 1A b a.

2. We assume that pA,∆q has a right counit εA.

• If εA is not a unit of pA,∆q, the unique left counit of `EASpA,m,∆q is 0. If εA is
a counit of pA,∆q, then the left counits of `EASpA,m,∆q are the elements λ P A˚

such that λ ˝m “ εb λ.

Proof. 1. Let us assume that `EASpA,m,∆q has a nonzero left unit a. Let us choose λ P A˚

such that λpaq “ 1. For any b P A:

pIdb λq ˝ Φpab bq “
´

ÿ

ap1qλ
´

ap2q
¯¯

loooooooooomoooooooooon

“a1

b “ pIdb λqpbb aq “ bλpaq “ b,

so a1 is a left unit of pA,mq. Then a11A “ a1 “ 1A, so a1 “ 1A is a unit. Moreover, for b “ 1A,

Φpab 1Aq “
ÿ

ap1q1A b a
p2q “ ∆paq “ 1A b a.

Conversely, if 1A is a unit of pA,mq and ∆paq “ 1A b a, then a is clearly a left unit of
`EASpA,m,∆q.

2. Let us assume that `EASpA,m,∆q has a nonzero left counit λ. Let us choose b P A such
that λpbq “ 1. For any a P A:

pλb Idq ˝ Φpab bq “
ÿ

λ
´

ap1qb
¯

ap2q “ aλpbq “ a.
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If we define λ1 : A ÝÑ K by λ1paq “ λpabq, then λ1 is a left counit of pA,∆q. As εA is a right
counit of pA,∆q,

pλ1 b εAq ˝∆ “ λ1 “ εA,

so λ1 “ εA is a counit of pA,∆q. Moreover, for any a, b P A:

pλb εAq ˝ Φpab bq “ εApaqλpbq “
ÿ

λ
´

ap1qb
¯

εA

´

ap2q
¯

“ λpabq,

so λ ˝ m “ εA b λ. Conversely, if εA is a counit of pA,∆q and λ ˝ m “ εA b λ, then for any
a, b P A:

pλb Idq ˝ Φpab bq “
ÿ

λ
´

ap2qb
¯

ap2q “
ÿ

εA

´

ap1q
¯

λpbqa “ λpbqa,

so λ is a left counit of `EASpA,m,∆q.

More generally, we can obtain others `EAS with the help of a bialgebra projection or with
certain linear forms:

Proposition 5.5. Let pA,m,∆q be a bialgebra, not necessarily unitary nor counitary, and π :
A ÝÑ A be a bialgebra morphism such that π2 “ π. We define Φ : AbA ÝÑ AbA by:

@a, b P A, Φpab bq “ pmb πq ˝ pIdA b τq ˝ p∆b IdAqpab bq “
ÿ

ap1qbb π
´

ap2q
¯

.

Then pA,Φq is an `EAS.

Proof. We define δ “ pIdb πq ˝∆. Then pA,m, δq is a bialgebra. Note that it is not counitary,
except if pA,∆q is counitary and π “ IdA. We can then apply Proposition 5.1 to pA,m, δq.

Example 5.2. Let pΩ, ‹q be a semigroup and π : Ω ÝÑ Ω be a semigroup morphism such that
π2 “ π. We take A “ KΩ, with its usual bialgebra structure. Then in `EASpA,m,∆q, for any
α, β P Ω:

Φpαb βq “ α ‹ β b πpαq.

We recover the linearization of EASpΩ, ‹, πq.

Proposition 5.6. Let pA,∆q be a coalgebra, not necessarily counitary, and f P A˚ such that
pf b fq ˝∆ “ f . We put, for any a, b P A:

Φpab bq “
ÿ

f
´

ap1q
¯

bb ap2q.

Then pA,Φq is an `CEDS.

Proof. We define a product on A by a ‹ b “ fpaqb. It is associative. Moreover, for any a, b P A,
as pf b fq ˝∆ “ f :

∆pa ‹ bq “ fpaq
ÿ

bp1q b bp2q

“
ÿ

f
´

ap1q
¯

f
´

ap2q
¯

ÿ

bp1q b bp2q

“
ÿÿ

f
´

ap1q
¯

bp1q b f
´

ap2q
¯

bp2q

“ ∆paq ‹∆pbq,

so pA, ‹,∆q is a bialgebra, and pA,Φq “ `EASpA, ‹,∆q. Moreover, for any a, bc P A,

a ‹ b ‹ c “ fpaqfpbqc “ fpbqfpcqa “ b ‹ a ‹ c.

By Proposition 5.2, pA,Φq is an `CEDS.
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Example 5.3. Let Ω be a set, A “ KΩ be the associated coalgebra (where any α P Ω is a
group-like element), and Ω1 Ď Ω be any set. We define the linear form f : A ÝÑ K by

@α P Ω, fpαq “

#

1 if α P Ω1,

0 otherwise.

For any α P Ω, pf b fq ˝ ∆pαq “ fpαq2 “ fpαq, so we obtain an `CEDS such that for any
α, β P Ω:

Φpαb βq “

#

β b α if α P Ω1,

0 otherwise.

5.2 A functor from Hopf algebras to `EAS

Proposition 5.7. Let pA,m,∆q be a Hopf algebra, of antipode S. We define Φ : AbA ÝÑ AbA
by:

@a, b P A, Φpab bq “ pIdA bmq ˝ pIdA b S b IdAq ˝ p∆b Idq ˝ τpab bq “
ÿ

bp1q b S
´

bp2q
¯

a.

Then pA,Φq is an `EAS, denoted by `EAS1pA,m,∆q. It is nondegenerate, and pA,Φ´1q “

`EASpA,m,∆opq.

Proof. Let a, b, c P A.

pIdb Φq ˝ pΦb Idq ˝ pIdb Φqpab bb cq

“
ÿÿ

cp1q b S
´

cp3q
¯p1q

bp1q b S

ˆ

S
´

cp3q
¯p2q

bp2q
˙

S
´

cp2q
¯

a

“
ÿÿ

cp1q b S
´

cp4q
¯

bp1q b S
´

S
´

cp3q
¯

bp2q
¯

S
´

cp2q
¯

a

“
ÿÿ

cp1q b S
´

cp4q
¯

bp1q b S
´

cp2qS
´

cp3q
¯

bp2q
¯

a

“
ÿÿ

cp1q b S
´

cp2q
¯

bp1q b S
´

bp2q
¯

a

“ pΦb Idq ˝ pIdb τq ˝ pΦb Idqpab bb cq.

So pA,Φq is an `EAS.

Let pA,Ψq “ `EASpA,m,∆opq: for any a, b P A, Ψpab bq “
ř

ap2qbb ap1q. Then:

Φ ˝Ψpab bq “
ÿ

ap1q b S
´

ap2q
¯

ap3qb “ ab b,

Ψ ˝ Φpab bq “
ÿ

bp1qS
´

bp2q
¯

ab bp3q “ ab b.

So Φ is bijective, of inverse Ψ.

Example 5.4. Let pG, ‹q be a group and let A “ KGop be the Hopf algebra of the opposite of
this group. A basis of `EAS1pA,m,∆q is given by G itself and, for any α, β P G:

Φpαb βq “ β b α ‹ β´1.

We recover in this way the linearisation of EAS1pΩ, ‹q.

Corollary 5.8. Let pA,m,∆q be a bialgebra, such that pA,m,∆opq is a bialgebra. Then pA,Φq “
`EASpA,m,∆q is nondegenerate and pA,Φ´1q “ `EAS1pA,m,∆opq.

Proposition 5.9. Let pA,m,∆q be a Hopf algebra.
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1. Then `EAS1pA,m,∆q is an `CEDS if, and only if, ∆ ˝ S “ ∆op ˝ S.

2. Then `EAS1pA,m,∆q is a dual `CEDS if, and only if S ˝m “ S ˝mop.

Proof. 1. Let a, b, c P A.

pIdb Φq ˝ pIdb τq ˝ pτ b Idq ˝ pΦb Idqpbb cb aq “
ÿ

S
´

bp3q
¯

ab bp1q b S
´

bp2q
¯

c, (34)

pτ b Idq ˝ pΦb Idq ˝ pIdb Φq ˝ pIdb τqpbb cb aq “
ÿ

S
´

bp2q
¯

ab bp1q b S
´

bp3q
¯

c.

If ∆ ˝ S “ ∆op ˝ S, then:
ÿ

bp1q b S
´

bp2q
¯

b S
´

bp3q
¯

“
ÿÿ

bp1q b S
´

bp2q
¯p2q

b S
´

bp2q
¯p1q

“
ÿÿ

bp1q b S
´

bp2q
¯p1q

b S
´

bp2q
¯p2q

“
ÿ

bp1q b S
´

bp3q
¯

b S
´

bp2q
¯

,

which implies that pA,Φq is an `CEDS. Conversely, taking a “ c “ 1A, we obtain in (34):
ÿ

S
´

bp3q
¯

b bp1q b S
´

bp2q
¯

“
ÿ

S
´

bp2q
¯

b bp1q b S
´

bp3q
¯

.

Applying Idb εb Id, we obtain:

∆ ˝ Spbq “
ÿ

Spbqp1q b Spbqp2q

“
ÿ

S
´

bp2q
¯

b S
´

bp1q
¯

“
ÿ

S
´

bp1q
¯

b S
´

bp2q
¯

“
ÿ

Spbqp2q b Spbqp1q

“ ∆op ˝ Spbq.

2. Let a, b, c P A.

pΦb Idq ˝ pτ b Idq ˝ pIdb τq ˝ pIdb Φqpbb ab cq “
ÿÿ

ap1q b S
´

ap2q
¯

S
´

cp2q
¯

bb cp1q,

pIdb τq ˝ pIdb Φq ˝ pΦb Idq ˝ pτ b Idqpbb ab cq “
ÿÿ

ap1q b S
´

cp2q
¯

S
´

ap2q
¯

bb cp1q.

If S ˝m “ S ˝mop, then mop ˝ pSbSq “ m˝ pSbSq, which implies that pA,Φq is a dual `CEDS.
Conversely, taking b “ 1 and applying εb Idb ε, we obtain:

SpaqSpcq “ SpcqSpaq,

so mop ˝ S “ m ˝ pS b Sq “ mop ˝ pS b Sq “ S ˝m.

Remark 5.1. In particular, if S is invertible, then `EAS1pA,m,∆q is an `CEDS if, and only if,
pA,mq is commutative; it is a dual `CEDS if, and only if, pA,∆q is cocommutative.

Proposition 5.10. Let pA,m,∆q be a finite-dimensional Hopf algebra. Then `EAS1pA,m,∆q˚ “
`EAS1pA˚,∆˚,op,m˚,opq.

Proof. Let f, g P A˚. For any a, b P A:

Φ˚pf b gqpab bq “ pf b gqpΦpab bqq

“
ÿ

pf b gq
´

bp1q b S
´

bp2qa
¯¯

“
ÿÿ

´

f b gp1q b gp2q
¯´

bp1q b S
´

bp2q
¯

b a
¯

“
ÿ

´

f b S˚
´

gp1q
¯

b gp2q
¯´

bp1q b bp2q b a
¯

“
ÿ

´

gp2q b fS˚
´

gp1q
¯¯

pab bq,
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so Φ˚pfbgq “
ř

gp2qbfS˚
`

gp1q
˘

, which is the `EAS attached to the Hopf algebra pA˚,∆˚,op,m˚,opq,
whose antipode is S˚.

Recall from [9] that a right integral of a Hopf algebra pA,m,∆q is a linear map f P A˚ such
that for any µ P A˚,

pλb µq ˝∆ “ µp1Aqλ.

Proposition 5.11. Let pA,m,∆q be a Hopf algebra.

1. Let a P A. It is a left unit of `EAS1pA,m,∆q if, and only if for any b P A, Spbqa “ εpbqa.

2. Let λ P A˚. It is a left counit of `EAS1pA,m,∆q if, and only if, for any a P A,
ř

λ
`

bp1q
˘

S
`

bp2q
˘

“ λpbq1A. In particular, right integrals on pA,m,∆q are left counit
of `EAS1pA,m,∆q; if S is invertible, then the converse is true.

Proof. 1. Let a P A. Then its a left unit if, and only if, for any b P A,
ř

bp1qbS
`

bp2q
˘

a “ bb a.
Applying εb Id, if a is a left unit, for any b P B, Spbqa “ εpbqba. Conversely, if this holds, then
for any b P B:

Φpab bq “
ÿ

bp1q b S
´

bp1q
¯

a “
ÿ

bp1q b ε
´

bp2q
¯

a “ bb a.

2. Let λ P A˚. It is a left counit if, and only if, for any a, b P A:
ÿ

λ
´

bp1q
¯

S
´

bp2q
¯

a “ aλpbq.

If λ is a left counit, taking a “ 1A, we obtain that for any b P A, λ
`

bp1q
˘

S
`

bp2q
˘

“ λpbq1A.
Conversely, if this holds, then for any a, b P A,

pλb Idq ˝ Φpab bq “
ÿ

λ
´

bp1q
¯

S
´

bp2q
¯

a “ λpbqa “ pIdb λqpab bq,

so λ is a left counit.
Let us assume that λ is a right integral of pA,m,∆q. For any b P A, for any µ P A˚:

ÿ

λ
´

bp1q
¯

µ
´

S
´

bp2q
¯¯

“ pλb µ ˝ Sq ˝∆pbq “ µ ˝ Sp1Aqλpbq “ µp1Aqλpbq.

As this holds for any µ P A˚,
ř

λ
`

bp1q
˘

S
`

bp2q
˘

“ λpbq1A, so λ is a right integral. Let us now
assume that S is invertible and that λ is a left counit. Let ν P A˚. For any b P A, if µ “ ν ˝S´1:

ÿ

λ
´

bp1q
¯

ν
´

bp2q
¯

“
ÿ

λ
´

bp1q
¯

µ ˝ S
´

bp2q
¯

“ λpbqµp1Aq

“ λpbqν ˝ S´1p1Aq

“ λpbqνp1Aq.

So λ is a right integral.

5.3 From left units and counits to bialgebras

Theorem 5.12. Let pA,Φq be an `EAS.

1. If a is a special vector of eigenvalue 1 of pA,Φq then ∆a : A ÝÑ AbA defined by ∆apbq “
Φpbb aq is a coassociative coproduct.

2. If ε is a special vector of eigenvalue 1 of pA,Φq˚, that is to say if pεb εq ˝Φ “ εb ε, then
mε : AbA ÝÑ A defined by mε “ pIdb εq ˝ Φ is an associative coproduct.
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3. If a is a left unit of pA,Φq and ε is a left counit of pA,Φq such that εpaq “ 1, then
pA,mε,∆aq is a bialgebra, with a as a left unit and ε as a left counit. Moreover, pA,Φq “
`EASpA,mε,∆aq.

Proof. 1. For any b P A:

pIdb Φq ˝ pΦb Idq ˝ pIdb Φqpbb ab aq “ pIdb Φq ˝ pΦb Idqpbb ab aq

“ pIdb Φqp∆apbq b aq

“ pIdb∆aq ˝∆apbq,

pΦb Idq ˝ pIdb τq ˝ pΦb Idqpbb ab aq “ pΦb Idq ˝ pIdb τqp∆apbq b aq

“ p∆a b Idq ˝∆apbq.

Hence, ∆a is coassociative.

2. We obtain, as ε is a special vector of eigenvalue 1 of pA,Φq˚:

pIdb εb εq ˝ pIdb Φq ˝ pΦb Idq ˝ pIdb Φq “ pIdb εb εq ˝ pΦb Idq ˝ pIdb Φq

“ pIdb εq ˝ Φ ˝ ppIdb εq ˝ Φqq

“ mε ˝ pIdbmεq,

pIdb εb εq ˝ pΦb Idq ˝ pIdb τq ˝ pΦb Idq “ pIdb εq ˝ Φ ˝ ppIdb εq b Idq

“ mε ˝ pmε b Idq.

As a consequence, mε is associative.

3. As a is a left unit, it is a special vector of eigenvalue 1 of pA,Φq, so ∆a is coassociative.
Moreover, for any b P A:

pεb Idq ˝∆apbq “ pεb Idq ˝ Φpbb aq “ pIdb εqpbb aq “ bεpaq “ b,

so ε is a left counit of ∆a. As ε is a left counit, it is a special vector of eigenvalue 1 of pA,Φq˚,
so mε is associative. Moreover, for any b P A:

mεpab bq “ pIdb εq ˝ Φpab bq “ pIdb εqpbb aq “ bεpaq “ b.

So a is a left unit of mε.
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Let b1, b2 P A.

∆apb1b2q “ pIdb εb Idb εq ˝ pΦb Φq ˝ pIdb τ b Idq ˝ pΦb Φq ˝ pIdb τ b Idqpb1 b b2 b ab aq

“ pIdb εb Idb εq ˝ pIdb Idb Φq ˝ pΦb Idb Idq ˝ pIdb τ b Idq ˝ pΦb Idb Idq

˝ pIdb Idb Φq ˝ pIdb τ b Idqpb1 b b2 b ab aq

“ pIdb εb Idb εq ˝ pIdb Idb Φq ˝ pIdb Φb Idq ˝ pΦb Idb Idq ˝ pIdb Φb Idq

˝ pIdb Idb Φq ˝ pIdb τ b Idqpb1 b b2 b ab aq

“ pIdb Idb εq ˝ pIdb Φq ˝ pIdb ppεb Idq ˝ Φq b Idq ˝ pΦb Idb Idq ˝ pIdb Φb Idq

˝ pIdb Idb Φq ˝ pIdb τ b Idqpb1 b b2 b ab aq

“ pIdb Idb εq ˝ pIdb Φq ˝ pIdb Idb εb Idq ˝ pΦb Idb Idq ˝ pIdb Φb Idq

˝ pIdb Idb Φq ˝ pIdb τ b Idqpb1 b b2 b ab aq

“ pIdb Idb εq ˝ pIdb Φq ˝ pΦb Idb Idq ˝ pIdb pIdb εq ˝ Φb Idq

˝ pIdb Idb Φqpb1 b ab b2 b aq

“ pIdb Idb εq ˝ pIdb Φq ˝ pΦb Idq ˝ pIdb Φqpb1 b b2 b aq

“ Φ ˝ ppIdb εq ˝ Φb Idqpb1 b b2 b aq

“ Φpmεpb1 b b2q b aq

“ ∆apmεpb1 b b2qq.

So pA,mε,∆aq is a bialgebra. Let pA,Ψq “ `EASpA,mε,∆aq. For any b1, b2 P A:

Ψpb1 b b2q “ pIdb εb Idq ˝ pΦb Idq ˝ pIdb τq ˝ pΦb Idqpb1 b ab b2q

“ pIdb εb Idq ˝ pIdb Φq ˝ pΦb Idq ˝ pIdb Φqpb1 b ab b2q

“ pIdb Idb εq ˝ pΦb Idqpb1 b b2 b aq

“ Φpb1 b b2qεpaq

“ Φpb1 b b2q.

Therefore, pA,Φq “ `EASpA,mε,∆aq.

Example 5.5. This can be applied for `EAS M16, M17 and M18 of Example 4.1.

• For M16, taking a “ x and ε “ x˚ ` y˚, we obtain:

∆apxq “ xb x, ∆apyq “ y b y,

mεpxb xq “ x, mεpxb yq “ y,

mεpy b xq “ y, mεpy b yq “ y.

This is the bialgebra of the semigroup pZ{2Z,ˆq, with x “ 1 and y “ 0: we recover the
linearization of C3.

• For M17, taking a “ x and ε “ x˚ ` y˚, we obtain:

∆apxq “ xb x, ∆apyq “ xb x´ xb y ´ y b x` 2y b y,

mεpxb xq “ x, mεpxb yq “ y,

mεpy b xq “ x, mεpy b yq “ y.

33



Putting y1 “ ´x` 2y2, we obtain:

∆apxq “ xb x, ∆apy
1q “ y1 b y1,

mεpxb xq “ x, mεpxb y
1q “ y1,

mεpy
1 b xq “ y1, mεpy

1 b y1q “ x.

This is the bialgebra of the semigroup pZ{2Z,`q, with x “ 0 and y “ 1: we recover the
linearization of H2.

• For M18, we can take any a P A and any ε P A˚ such that εpaq “ 1. For any b, c P A,

∆apbq “ ab b, mεpbb cq “ εpbqc.

5.4 Applications to nondegenerate finite CEDS

From Proposition 4.5:

Proposition 5.13. Let pΩ,Ñ,Źq be a nondegenerate finite CEDS, which we write following
Theorem 3.14 under the form

pEASpΩ1, ˚q ¸ą EAS1pΩ2, ‹qq ˆEASpΩ3q.

Let g, h : Ω3 ÝÑ K be two maps such that:
ÿ

α3PΩ3

gpα3qhpα3q “ 1.

We define a product and a coproduct on KΩ, putting, for any pα1, α2, α3q, pβ1, β2, β3q P Ω:

pα1, α2, α3q ¨ pβ1, β2, β3q “ δα2,β2gpα3qpα1 ˚ β1, β2, β3q,

∆pα1, α2, α3q “
ÿ

pβ2,β3qPΩ2ˆΩ3

hpβ3qpα1, β2, β3q b pβ2 ą α1, α2 ‹ β
´1
2 , α3q.

Then pKΩ, ¨,∆q is a bialgebra and the linearization of Ω is `EASpKΩ, ¨,∆q.

Proof. By Proposition 4.5, the following is a left unit of KΩ:

a “
ÿ

pα2,α3qPΩ2ˆΩ3

hpα3qpe1, α2, α3q,

and the following map is a left counit of KΩ:

ε :

"

KΩ ÝÑ K
pα1, α2, α3q ÝÑ δα2,e2gpα3q.

By hypothesis, εpaq “ 1. The result comes from a direct application of Theorem 5.12.

Similarly:

Proposition 5.14. Let pΩ,Ñ,Źq be a nondegenerate finite dual CEDS, which we write following
Corollary 3.15 under the form

pEASpΩ2, ‹q ˙ă pEAS1pΩ1, ˚qq ˆEASpΩ3q,

2if the characteristic of the base field K is not 2.
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Let g, h : Ω3 ÝÑ K be two maps such that:
ÿ

α3PΩ3

gpα3qhpα3q “ 1.

We define a product and a coproduct on KΩ, putting, for any pα1, α2, α3q, pβ1, β2, β3q P Ω:

pα1, α2, α3q ¨ pβ1, β2, β3q “ δα1,β1gpα3qpα2 ˚ β2, β1 ă α2, β3q,

∆pα2, α1, α3q “
ÿ

pβ1,β3qPΩ1ˆΩ3

hpβ3qpα2, β1 ă α2, β3q b pα2, α1 ‹ pβ
´1
1 ă α´1

2 q, α3q.

Then pKΩ, ¨,∆q is a bialgebra and the linearization of Ω is `EASpKΩ, ¨,∆q.

5.5 Applications to Hopf algebras of groups

In all this paragraph, G is a group. We denote by KG the associated Hopf algebra. If G is finite,
we denote by KG the Hopf algebra of functions over G, with its basis pδgqgPG, dual of the basis
G of KG.

Corollary 5.15. If G is finite, then `EAS1pKGq is isomorphic to `EASpKGq, and `EAS1pKGq

is isomorphic to `EASpKGopq.

Proof. As G is finite, a “
ÿ

gPG

g is a right integral of KG, so is a left unit of `EAS1pKGq. If eG is

the unit of the group G, then ε “ δeG is a right integral of KG, so is a left counit of `EAS1pKGq.
As εpaq “ 1, `EAS1pKGq “ `EASpKG,mε,∆aq. For any g, h P G:

mεpg b hq “ pIdb δeGq ˝ Φpg b hq “ hδeGph
´1gq “ δg,hh.

For any g P G:
∆apgq “

ÿ

hPG

Φpg b hq “
ÿ

hPG

hb h´1g “
ÿ

g1,g2PG,
g1g2“g

g1 b g2.

So pKG,mε,∆aq is isomorphic to KG, via the map sending g to δg, for any g P G.

By duality, a is a left counit of `EAS1pKGq and ε is a left unit of `EAS1pKGq. For any
g, h P G:

mapδg b δhq “ pIdb aq ˝ Φpg b hq “
ÿ

h1,h2PG,
h1h2“h

δh1 b δh´1
2
δgpaq “ δhg.

For any g P G:

∆εpδgq “ Φpδg b δeGq “
ÿ

hPG

δh b δhδg “
ÿ

hPG

δh b δg,hδh “ δg b δg.

So pKG,ma,∆εq is isomorphic to KGop via the map sending δg to g, for any g P G.

Proposition 5.16. 1. The nonzero special vectors of eigenvalue 1 of `EASpKGq and of
`EAS1pKGq are the elements

λ
ÿ

αPH

α,

where λ is a nonzero scalar and H is a subgroup of G.

2. If G is finite, the nonzero special vectors of eigenvalue 1 of `EASpKGq and of `EAS1pKGq

are the elements
λ
ÿ

αPH

δα,

where λ is a nonzero scalar and H is a subgroup of G.
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Proof. Any a P A can be written under the form a “
ÿ

αPG

λαα. Then:

a is a special vector of eigenvalue 1 of `EASpKGq

ðñ
ÿ

α,βPG

aαaβαb β “
ÿ

α,βPG

aαaβαβ b α

ðñ
ÿ

α,βPG

aαaβαb β “
ÿ

α,βPG

aβaβ´1ααβ b α

ðñ @α, β P G, aβpaα ´ aβ´1αq “ 0.

Let a be a nonzero special vector of eigenvalue 1 of `EASpKGq. Let us put a1G “ λ and
H “ tα P G, aα ‰ 0u. Let α “ β P H. As aβ ‰ 0, we obtain aα “ a1G “ λ, so 1G P H and
λ ‰ 0. For any β P H, taking α “ 1G, we obtain aβ´1 “ λ, so β´1 P H. If α, β P H, we obtain
that aβ´1α “ aα ‰ 0, so β´1α P H. Hence, H is a subgroup and a “ λ

ÿ

αPH

α.

a is a special vector of eigenvalue 1 of `EAS1pKGq

ðñ
ÿ

α,βPG

aαaβαb β “
ÿ

α,βPG

aαaββ b β
´1α

ðñ
ÿ

α,βPG

aαaβαb β “
ÿ

α,βPG

aβaαβαβ b α

ðñ @α, β P G, aαpaβ ´ aαβq “ 0.

Let a be a nonzero special vector of eigenvalue 1 of `EAS1pKGq. Let us put a1G “ λ and
H “ tα P G, aα ‰ 0u. Let α “ β P H. If α P H, for β “ 1G, we obtain a1G “ aα “ λ, so 1G P H
and λ ‰ 0; for β “ α´1, we obtain aα´1 “ a1G “ λ ‰ 0, so α´1 P G. If α, β P H, we obtain that
aαβ “ aβ ‰ 0, so αβ P H. Hence, H is a subgroup and a “ λ

ÿ

αPH

α.

Let f P KG. We put fpαq “ aα for any α P G.

f is a special vector of eigenvalue 1 of `EASpKGq

ðñ @α, β P G, aαaβ “ aαβ

ðñ @α, β P G, aαpaβ ´ aαβq “ 0;

f is a special vector of eigenvalue 1 of `EAS1pKGq

ðñ @α, β P G, aαaβ “ aβaβ´1α

ðñ @α, β P G, aβpaα ´ aβ´1αq “ 0.

The conclusion is the same as for KG.

Remark 5.2. 1. From Proposition 5.4, the left units of `EASpKGq are the multiples of eG,
and its left counits are the multiples of its counit. If G is finite, the left units of `EASpKGq

are the multiple of
ÿ

gPG

g are its left counits are the multiples of eG.

2. From Proposition 5.11, it is not difficult to show that if G is finite, the left units of
`EAS1pKGq are the multiples of

ÿ

gPG

g; if G is not finite, `EAS1pKGq has no nonzero

left unit. The left counits of `EAS1pKGq are the multiples of δeG . By duality, if G is finite,
the left units of `EAS1pKGq are the multiples of δeG and its left counits are the multiples
of

ÿ

gPG

g.
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